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ABSTRACT 

 

EFFICIENT TRANSCODING OF AN MPEG-2 BIT  

 STREAM TO AN H.264 BIT STREAM 
 

Publication  No. ______ 

 

Rochelle Pereira, M.S.E.E. 

 

The University of Texas at Arlington, 2005 

 

Supervising Professor:  Dr. K. R. Rao  

MPEG-2 has been a widely accepted video coding standard for various 

applications ranging from DVD to digital TV broadcast.  The new H.264 AVC standard 

has an even broader perspective to support high and low bit rate multimedia 

applications on existing and future networks. The advantage in terms of better quality at 

a lower bit rate is why H.264 is fast replacing MPEG-2. However, the user end 

hardware had previously been adapted for MPEG-2 streams. This gives rise to a need 

for portability between MPEG-2 and H.264. The objective of the proposed 

heterogeneous transcoding process is to achieve standards transcoding from MPEG-2 



 iv 

main profile to H.264 main profile by reusing the data made available in the MPEG-2 

bit stream and to perform a comparison with other proposed transcoding architectures. 

 

Algorithm: The proposed research extracts the motion vectors and the transform 

coefficients from the incoming MPEG-2 bit stream. In the case of I frames, a standard 

deviation based fast mode decision process is applied to the transform coefficients. The 

pattern of the standard deviation of the 8x8 blocks within the each macroblock is used 

to   determine the activity of the macroblock and then compute mode decisions 

compatible with the H.264 specification.  In the case of P and B frames, the extracted 

motion vectors are refined over a one pixel window up to quarter pixel resolution and 

reused. This allows accommodating quarter pixel motion vectors as compared to half 

pixel motion vectors from MPEG-2 and it also allows reducing the effect of any errors 

due to the lossy quantization processes used. Inter frames also use a monotonic mode 

decision hierarchy, which does not force the  MPEG-2 mode decisions yet reduces the 

computational complexity as compared to the full search motion estimation and mode 

decision process  by 50%. The transcoder proposed reuses information from the MPEG-

2 bit stream and also accommodates the advancements of the H.264 standard like sub 

macroblock partitioned motion search, direct modes in B frames etc. Thus the 

transcoder achieves low complexity, comparable quality and reduced bit rate in the 

transcoding process.   
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  CHAPTER 1 

                                             INTRODUCTION 

1.1 Introduction 

Multimedia compression is required to cater to the needs of a variety of 

conditions like transmission environments, varying bandwidth networks etc. For 

instance, it may be required that a single compressed bit stream be re-used in different 

environments. Each environment has its own characteristics. Hence there is a need to 

adapt the existing bit stream for reuse in each environment. Transcoding [2][4], trans-

rating [28] and scalable video coding [29] are some of the present day solutions to this 

problem.  

 Scalable video coding [29] is currently being incorporated into the H.264/AVC 

[25] standard. It involves transmitting the basic compressed bit stream in the lowest 

layer called the base layer. Additional information that would be required to change the 

characteristics of the bit stream like the frame rate, spatial resolution and quality is 

provided in additional layers called enhancement layers. The base layer information and 

the enhancement layer information are packed into a single bit stream and transmitted. 

Every decoder will be able to decode the base layer, however only decoders which are 

capable of handling the enhancement layers can take advantage of it. This method of 

scalable video coding is preferred in scenarios such as broadcast where the user end 

requirements vary greatly. Also, it comes at the cost of added complexity in the 
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decoders and increased overhead in the compressed bit stream. A less expensive option 

is the use of transcoding. The main goals of a good transcoder are: the quality of the 

output stream should be comparable to that of the input stream, the bit rate of the output 

stream should not excessively exceed the bit rate of the input stream, the transcoding 

process should have low execution time and the information from the input stream 

should be reused as much as possible. Trans-rating is a special case of bit rate 

transcoding where the bit rate of the input bit stream has to be re-rated to fit the output 

requirements. The other characteristics of the stream are retained. 

 

1.2 Outline of the work 

This thesis is based on the transcoding of a MPEG-2 [6] bit stream into an 

H.264 [25] bit stream using a fast, low complexity approach. It essentially, reuses 

information from the input MPEG-2 bit stream to a large extent, to generate the 

transcoded H.264 bit stream. The thesis is organized as follows: Chapter 2 describes the 

MPEG-2 and H.264/AVC video coding standards in a nutshell; Chapter 3 describes the 

need for transcoding, the basic transcoding architectures and the pros and cons of   each 

architecture; Chapter  4 describes how the proposed transcoding method is  applied to 

intra (I) frames ; Chapter 5 describes the transcoding process applied to predicted (P) 

frames; Chapter 6 describes the transcoding process applied to bi-predicted (B)  frames; 

Chapter 7 concludes with a comparisons of the obtained results. 
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                                                  CHAPTER 2 

                                         VIDEO BIT STREAMS 

                                           2.1 MPEG-2 encoder 

MPEG-2 [14] is widely used in state-of-the-art video systems, including DVD, 

DBS and HDTV. Its popularity can be attributed to its efficient compression of both 

interlaced and progressive contents at bit rates ranging from 4 Mbit/s (DVD) to 19 

Mbits/s(HDTV).  

The typical MPEG-2 video encoder structure is shown in the Fig.2.1. The 

important and complex blocks are as follows: 

DCT:  The MPEG-2 encoder uses 8x8 2-D DCT. In the case of intra frames, it is 

applied to the 8x8 blocks of pels and in the case of inter frames it is applied to 8x8 

blocks of the residual (motion compensated prediction errors). Since DCT is more 

efficient in compressing correlated sources, intra pictures compress more efficiently 

than inter pictures [14].  

Quantization: The header information relevant to the quantizer scale factors is 

the quantizer scale code in the slice and macroblock headers and the quantizer scale 

type in the picture coding header [11]. Each quantization matrix has a default matrix 

(Fig. 5.6) [14]. User defined matrices may be downloaded and can occur in the 

sequence header or in the quantization matrix extension header. 
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Fig. 2.1   Structure of the MPEG-2 encoder [31]. 

 

Motion Estimation and Compensation: In the motion estimation process, motion 

vectors per macroblock are estimated. These are coded differentially with respect to 

previously decoded motion vectors and transmitted. P frame macroblocks have one 

forward motion vector   per macroblock. B frames have one forward motion vector and 

one backward motion vector per macroblock.  

Coding Decisions: Coding modes in MPEG-2  are chosen based on whether the 

encoder encodes a frame picture as a frame or two fields or in the case of interlaced 

pictures , it can chose to encode it as  two fields or use 16x8 motion compensation. 
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 2.2 Structure of MPEG-2 coded video data  

 

Fig. 2.2 Structure of a video sequence and its sub parts in MPEG-2 

 

2.2.1 Video sequence 

The video sequence (Fig. 2.2) is the highest element of the coded video bit 

stream. A video sequence commences with a sequence header (Fig. 2.6). The sequence 

header is followed by a sequence extension. This may be optionally followed by a 

group of picture headers and one or more coded frames. The GOP header is an optional 

header that can be used immediately before a coded I frame to indicate to the decoder if 

the first consecutive B frame immediately following the coded I frame can be 

reconstructed properly in the case of a random access [6]. If the preceding reference 

frame is not available those B frames, if any, cannot be reconstructed properly unless 

            GOP 

Video Sequence 

Picture 

Slice 

Macroblock 

Block 
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they use backward prediction or intra coding. A group of picture header also contains 

time code information that is not used by the decoding process. The order of the coded 

frames is the order in which the decoder processes them but that is not necessarily the 

correct order for display. The video sequence is terminated by a sequence end code.  

 

                       

         (a)       (b)  

Fig. 2.3 a. Slice structure [6] [14]. b. Restricted slice structure [6] [14]                            

 

A slice is a series of an arbitrary number of consecutive macroblocks. The first 

and last macroblocks of a slice (Fig. 2.3a) shall not be skipped macroblocks.  Every 

slice must have at least one macroblock. Slices must not overlap [6]. In a general case, 

it is not necessary for slices to cover the entire picture. Those areas that are not enclosed 

in a slice are not encoded. In certain defined levels of defined profiles a restricted slice 

structure (Fig. 2.3b) is used. In this case, every macroblock in the picture must be 

enclosed in a slice. 

The term macroblock refers to source and decoded data or to the corresponding 

data elements. There are three chrominance formats for a macroblock, namely, 4:2:0, 
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4:2:2 and 4:4:4 formats. The structure of the luminance and chrominance components 

for each format is depicted in  Fig. 2.4. 

 

                                       

                                            

Fig. 2.4 Layout of the luma and chroma blocks in each macroblock for the 4:2:0, 

4:2:2 and the 4:4:4 formats.  

 

2.2.2 Video bit stream start codes 

 

 Start codes (Fig. 2.5) are used to identify the different elements in an MPEG-2 

encoded bit stream. Every start code has a prefix and a value. The start code prefix [6] 

is ‘0000 0000 0000 0000 0000 0001’. The start code value is an 8-bit integer which 

identifies the type of the start code.  
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            Fig. 2.5 Start codes in the MPEG-2 bit stream [6] [7] [14]. 
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      Fig. 2.6   MPEG-2 video   hierarchy and extended functions [14]. 

 

 

 

 

 

 

     Sequence Header 

    Sequence Extension 
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                                                     2.3 MPEG-2  decoder 

 

Fig. 2.7 Structure of the MPEG-2 decoder [6]. 

 

The main blocks of the MPEG-2 decoder (Fig. 2.7) are as follows: 

Variable length decoding: This process has a table defined for decoding of intra 

DC coefficients and three tables for non intra DC coefficients, intra AC coefficients and 

non intra AC coefficients. The decoded values basically infer one of three courses of 

action:  end of block, normal coefficients and escape coding [6]. 

 

Inverse scan: The data from the output of the variable length decoding process 

is one dimensional and of length 64. Inverse scan converts this one dimensional data 
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into a two dimensional array of coefficients according to a predefined scan matrix (Fig. 

4.2). 

 

Inverse Quantization: The two-dimensional array of coefficients is inverse 

quantized to produce the reconstructed DCT coefficients. This process is essentially 

multiplication by the quantizer step size. The quantizer step size is modified either by a 

weighting matrix or a scale factor. After inverse quantization, saturation and mismatch 

control are performed. Saturation ensures that the coefficients after inverse quantization 

lie in the range  [-2048:+2047]. Mismatch control [6] is used to ensure that there are no 

large differences between the state of the encoder and the decoder. Sometimes small 

non zero inputs to the IDCT may result in zero outputs. If this occurs then mismatch 

may occur in some pictures. An encoder should avoid this by checking the output of its 

own IDCT. 

 

Inverse Discrete Cosine Transform: Once the DCT coefficients are 

reconstructed, a 2-D 8x8 IDCT is applied to the inverse transformed values. In a 

macroblock, if the pattern code for block in the macroblock is one then the 

corresponding coefficient data is included in the bit stream. If the pattern code is zero or 

if the macroblock is skipped, then that block contains no coefficient data. 
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Motion Compensation: The motion compensation process forms predictions 

from previously decoded reference pictures which are combined with the coefficient 

data in order to recover the final decoded samples. 

 

          2.4 H.264 encoder 

The primary goal of H.264 is to achieve high coding efficiency [11]. Unlike 

MPEG-2, it does not support at present layered scalable video coding (SVC). However, 

SVC is being actively developed as extensions to H.264. Further unlike MPEG-4 part 2 

it does not support object based video or object based scalable coding.  

Overview of profiles:   The H.264 standard consists of tools designed to address 

efficient coding over a wide variety of video material. However, not all these tools are 

required for each application. If every decoder was forced to implement these tools, 

then there would be an unnecessary increase in the complexity.  Therefore the standard 

defines subsets of tools intended for different classes of applications called profiles. The 

profile structure for H.264 is as shown in Fig. 2.8. 

 

                              Fig. 2.8 Profile structure in H.264 [25]. 
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The H.264 encoder structure is shown in Fig.2.9. The main blocks in the 

encoder are:   

4x4 Integer transform: The 4x4 integer transform coefficients are explicitly 

specified in AVC and allows it to be perfectly invertible [11]. In AVC, the transform 

coding always uses predictions to construct the residuals, even in the case of intra 

macroblocks. 

        

                   Fig. 2.9 H.264/AVC encoder block diagram [11]. 
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Quantization and scan: The standard specifies the mathematical formulae of the 

quantization process [11]. The scale factor for each element in each sub block varies as 

a function of the quantization parameter associated with the macroblock, and as a 

function of the position of the element within the sub block.  The rate control algorithm 

controls the value of quantization parameter. Two scan patterns for 4x4 blocks are used 

in this standard – one for frame coded macroblocks and one for field coded 

macroblocks.  

 

CAVLC and CABAC entropy coders: VLC encoding of syntax elements for the 

compressed stream is performed using Exp-Golomb codes. For transform coefficient 

coding AVC includes two different methods CABAC and CAVLC.  The entropy coding 

method can change as often as every picture. 

 

Loop filter: The AVC loop filter, also called the deblocking filter [3], operates 

on a MB after motion compensation and residual coding , or on a macroblock after intra 

prediction and residual coding, depending upon whether the macroblock is inter coded 

or intra coded. The result of loop filtering is stored as a reference picture except for 

pictures that are not used as a reference picture. Loop filtering operates on the edges 

(Fig. 2.10) of both macroblocks and 4x4 sub-blocks.  
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            Fig. 2.10 Boundaries in a macroblock to be filtered [16][25]. 

 

Mode decision: This block decides the coding mode for each macroblock. Mode 

decision to achieve high efficiency may use rate distortion optimization. The outcome 

of mode decision is the best-selected coding mode for a macroblock. 

 

Intra prediction: It forms predictions of pixel values by linear interpolation of 

pixel values from the neighboring macroblocks or blocks which have been previously 

decoded. The interpolations are directional in nature, with multiple modes. For luma 

pixels with 4x4 mode (Fig. 4.4), nine directional modes (Fig. 4.4)  are defined. Four 

directional modes are defined when 16x16 mode is used. 

 

Inter prediction: This block includes motion estimation (ME) and motion 

compensation (MC). It generates a predicted array of pixels from a previously decoded 

reference picture. In AVC the rectangular arrays of pixels that are predicted using MC 

can have the following sizes: 4x4, 4x8, 8x4, 8x8, 16x8, 8x16 and 16x16 pixels (Fig. 
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5.11) [16] [3]. The motion vectors used in the prediction process have quarter pixel 

precision.  Chroma vectors at 1/8 pixel resolution are derived from the transmitted luma 

motion vectors of ¼ pixel resolution. 

 

Multiple reference picture prediction:  In the many previous standards, for 

prediction of blocks of a P-picture being coded, only immediately previous I or P 

picture is used as a reference [11]. However, the H.264 standard allows the current 

picture to predict from a wider set of previously decoded reference frames. This multi 

frame referencing capability is applied to both P pictures and B pictures.  

 

   2.5 Structure of H.264 coded video data  

Coding of video is performed picture by picture. Each picture to be coded is 

first partitioned into a number of slices. Slices are individual coding units in this 

standard as compared to earlier standards as, each slice is coded independently [18]. A 

slice is a sequence of macroblocks, or, when macroblock adaptive frame field coding is 

used, a sequence of macroblock pairs. When macroblock adaptive frame field coding is 

in use, the picture is partitioned into slices containing an integer number of macroblock 

pairs. Each macroblock pair consists of two macroblocks (Fig. 2.11). 
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A macroblock pair

 

           Fig. 2.11 Macroblock pairs in the case of MBAFF [16][18]. 

 

There are three basic slice types:  I-intra, P-predictive and B-bi predictive slices. 

In H.264, I slice macroblocks are compressed without using any motion prediction from 

the slices in other pictures.  A special picture called instantaneous data refresh (IDR) is 

defined which contains only I slices and all following frames cannot reference from any 

frame prior to the IDR picture.  P slices consist of macroblocks that can be compressed 

by using motion prediction, but they can also have intra macroblocks. Macroblocks of a 

P slice when using prediction can use one prediction only. Unlike previous standards, 

the pixels used as reference for motion compensation can either be in past or in future in 

the display order [11].  B slices also consists of macroblocks that can be compressed by 

using motion prediction and like P slice they can also have intra macroblocks. Like 

earlier standards, one of the motion predictions can be past and the other in future in the 

display order, but unlike earlier standards, it is also possible to have both motion 

predictions from the past (Fig. 5.7) or both motion predictions (Fig. 6.1) from the 
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future.  Also unlike earlier standards, B slices can be used as reference for motion 

prediction by other slices in the future or past. Besides I, P and B slices, there are two 

derived slice types called SI and SP slices. They allow switching between multiple 

coded streams.  
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                                                CHAPTER 3 

                            TRANSCODING ARCHITECTURES  

MPEG-2 [6][14][15][16]  has been a widely accepted video coding standard for 

various applications ranging from DVD to digital TV broadcast [8]. A large variety of 

products based on the MPEG-2 standard are available in the market. The most 

important goal of MPEG-2 was to make the storage and transmission of digital AV 

material more efficient. The new H.264 AVC standard [3] has an even broader 

perspective to support high and low bit rate multimedia applications on existing and 

future networks. The advantage in terms of better quality at a lower bit rate is why 

H.264 is fast replacing MPEG-2. However, the user end hardware had previously been 

adapted for MPEG-2 bit streams. This gives rise to a need for portability between 

MPEG-2 and H.264. 

Video transcoding is the operation of converting video from one format to 

another [1]. A format is defined by characteristics such as bit rate, spatial resolution etc. 

One of the earliest applications of transcoding is to adapt the bit rate of a compressed 

stream to the channel bandwidth for universal multimedia access in various kinds of 

channels like wireless networks, Internet, dial-up networks etc. Changes in the 

characteristics of an encoded stream like bit rate, spatial resolution, quality etc can also 

be achieved by scalable video coding [2]. However, in cases where the available 

network bandwidth is insufficient or if it fluctuates with time, it may be difficult to set 
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the base layer bit rate. In addition, scalable video coding demands additional 

complexities at both the encoder and the decoder. 

 Transcoding [2] can be of different types depending upon the need for which it 

is designed. For instance, bit rate reduction transcoding is designed to accommodate 

compressed streams within network bandwidth constraints, spatial resolution reduction 

transcoding is used to accommodate output display spatial resolution constraints, 

temporal resolution reduction is used to accommodate frame rate variations and 

heterogeneous transcoding is used to make two different standards compatible. 

Transcoding can in general be implemented in the spatial domain or in the transform 

domain or in a combination of the two domains. 

 

3.1 Transcoding architectures 

 

The basic architecture for converting an MPEG-2 elementary bit stream into an 

H.264 elementary bit stream arises from complete decoding of the MPEG stream and 

then re-encoding into an H.264 stream. However, this involves significant 

computational complexity [4]. Hence there also is a need to transcode at low 

complexity. 
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The common transcoding architectures [2] are: 

3.1.1. Open loop transform domain transcoding 

 

 

 

 
 

               Fig. 3.1 Open loop transform domain transcoder architecture [2]. 

  

 Open loop transcoders are computationally efficient. They operate in the 

transform (DCT) domain. However they are   subject to drift error. Drift error occurs 

due to rounding, quantization loss and clipping functions. 

 

 

3.1.2 Cascaded Pixel Domain Architecture (CPDT) 

 

 
 

            Fig. 3.2   Cascaded pixel domain transcoder architecture [2]. 

  

MVin  
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This is the most basic transcoding architecture. The motion vectors from the 

incoming bit stream are extracted and reused. Thus the complexity of the motion 

estimation block is eliminated which accounts for 60% of the encoder computation [4]. 

As compared to the open loop transcoding architecture, CPDT is drift free. Hence, even 

though it is slightly more complex, it is suitable for heterogeneous transcoding between 

different standards where the basic parameters like mode decisions etc are to be re-

derived. 

 
3.1.3 Simplified DCT Domain transcoders (SDDT) 

 

 
 

        Fig. 3.3   Simplified transform domain transcoder architecture [2]. 

   

The transcoder (Fig. 3.3) is based on the assumption that DCT, IDCT and 

motion compensation are linear processes. This architecture requires that motion 

compensation be performed in the DCT domain, which is a major computationally 

intensive operation [4]. For instance, as shown in Fig. 3.4, the goal is trying to compute 
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the DCT coefficients of the target block B from the four overlapping blocks B1, B2, B3 

and B4. It must be noted   that these blocks B1, B2, B3 and B4 are all in the transform 

domain and hence to compute the transform coefficients of the block B block splitting 

and merging algorithms have to be used as discussed in [17]. These algorithms use 

intensive matrix multiplications and additions, also the number of matrices required will 

depend upon the number of maximum possible search positions within the macroblock. 

Moreover since H.264 supports several sub macroblock modes (Fig. 5.11) and quarter 

pixel motion search, the number of matrices required for the block splitting and merging 

processes is very large. Also, clipping functions and rounding operations performed for 

interpolation in fractional pixel motion compensation lead to a drift in the transcoded 

video [4].  

 

 
        Fig.  3.4     Transform domain motion compensation illustration [2]. 
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3.1.4 Cascaded DCT Domain transcoders (CDDT) 

 

 

               

         Fig.  3.5   Cascaded transform domain transcoder architecture [2]. 

 

CDDT is used for spatial/temporal resolution downscaling and other coding 

parameter changes. As compared with SDDT, greater flexibility is achieved by 

introducing another transform domain motion compensation block; however it is far 

more computationally intensive and requires more memory [1]. It is also, sensitive to 

drift like in SDDT. It is often applied to downscaling applications where the encoder 

end memory will not cost much due to downscaled resolution. 

 

3.2 Choice of basic transcoder architecture 

 DCT domain transcoders have the main drawback that motion compensation in 

transform domain is very computationally intensive. DCT domain transcoders are also, 

+ 
+ 
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less flexible as compared to pixel domain transcoders, for instance, the SDDT 

architecture can preferably be used for bit rate reduction transcoding. It assumes that the 

spatial and temporal resolutions stay the same and that the output video uses the same 

frame types, mode decisions and motion vectors as the input video.   

For heterogeneous transcoding from MPEG-2 to H.264, it is required  to 

implement several changes in order to accommodate the sophistication of H.264 as 

compared to MPEG-2.  For instance, MPEG-2 supports 16x16 and 16x8 macroblock 

partitions, but it is also required to refine the motion vectors to accommodate 8x16, 8x8 

and sub 8x8 modes. Hence, the use of DCT domain transcoders is not very practical. 

        

Fig. 3.6 PSNR vs. Bit rate graph for the Foreman sequence encoded at QP=7 and  

transcoded with different QP values  and  a GOP size 15 ,using different transcoding 

architectures as described in Fig. 3.1, 3.2, 3.3 and fig. 3.5. DEC-ENC1 is CPDT using 

full scale full search motion estimation. DEC-ENC2 is CPDT using three step fast 

search motion estimation [2].  
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From Fig. 3.6, it can be inferred that, the cascaded pixel domain architecture 

outperforms the DCT domain architecture. Also for larger GOP sizes, the drift in DCT 

domain transcoders becomes more significant, as it progressively builds up till the next 

I frame is coded (Fig. 3.7). These large GOP sizes are practically used especially in 

implementations like networked video streaming and wireless video where high coding 

efficiency is desired. 

              

Fig. 3.7 Performance comparison of average PSNR for CPDT, SDDT and CDDT for 

different GOP sizes, using the test clip mobile-calendar encoded at QP=5 and 

transcoded at QP=11 [2]. 

 

  Based on the comparison of the various transcoding techniques, it can be 

inferred that from the point of view of low complexity and fast execution, pixel domain 

transcoding with motion vector reuse offers the best performance in terms of PSNR, 

execution time and resistance to drift. 
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                                                 CHAPTER 4 

                               INTRA FRAME TRANSCODING 

Before discussing transcoding from MPEG-2 [6] to H.264, it is important to 

study the intra frame coding process in both of these. 

 

       4.1 Intra Frame coding in MPEG-2 

In an MPEG-2 bit stream, if the picture header indicates the three bit code 001 

for the picture coding type, it is an intra frame. MPEG-2 standard performs coding of 

intra frames by dividing the given image into non-overlapping 8x8 blocks. Then the 8x8 

2D DCT [14] (eq. 4.1) is applied to each block. Thus each block of 8x8 pels results in 

an 8x8 block of DCT coefficients. Since DCT is more efficient for highly correlated 

sources, the I frames can be more efficiently compressed than the P frames or B frames.  

                                              (4.1) 

      where,  

                  f(x,y) represents the input pixel domain values. 

                  F(u,v) represents the output transformed coefficients. 

                  u, v, x, y =0,…, N-1 

                  x, y are spatial co-ordinates in the sample domain. 

                  u, v are  co-ordinates in the transform domain. 
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                                                         (4.2) 

 

              8       16     19      22      26      27      29      34 

16     16     22      24      27      29      34      37 

19     22     26      27      29      34      34      38 

22     22     26      27      29      34      37      40  

22     26     27      29      32      35      40      48 

26     27     29      32      35      40      48      58  

26     27     29      34      38      46      56      69 

27     29     35      38      46      56      69      83  

     Fig. 4.1 Default quantization matrix for intra DCT coefficients [7][14].   

 

After the 8x8 2-D DCT, each macroblock has six blocks (Fig. 2.4) associated 

with it; four 8x8 luma blocks and two 8x8 chroma blocks for 4:2:0 format. It is required 

to transcode this MPEG-2 I frame data into H.264 I frame data with compatible mode 

decisions made. In the MPEG-2 encoder, the DCT coefficients are then quantized using 

a default matrix (Fig. 4.1) or modified matrix [14]. The quantizer step size is derived 

from the quantization matrix and the quantizer scale. In I pictures, intra mode (intra-d) 

and intra with modified quantizer mode (intra-q) are used. If macroblock type is intra-q 

(Table 4.1), then the macroblock header contains a 5-bit integer that defines the 
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quantizer scale. The scale can be changed from 1 to 41, both inclusive. If macroblock 

type is intra-d (Table 4.1), then no quantizer scale is transmitted and the decoder uses 

the previously set value. The quantized DCT coefficients are coded losslessly by a 

DPCM technique. The DC predictors used in this technique are reset to 128, 256, 512, 

or 1024 according to the DC precision required, 8, 9, 10, 11 bits, respectively. The a.c. 

coefficients are coded using run/level coding technique. These quantized coefficients 

are then scanned and converted to a one dimensional array and they are variable length 

coded. There are two methods of scanning available, zigzag scan which is typical for 

progressive mode processing and alternate scan which is more efficient for interlaced 

format video.  

                      

Table 4.1  Macroblock type VLC for I pictures [7][14]. 

 

    Macroblock type              VLC Code              MB-quant            MB-intra 

        Intra-d                              1                              0                          1 

        Intra-q                              01                            1                          1 
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                             (a)                                                          (b)  

Fig 4.2 Scan matrices in MPEG-2 [14], (a) Zig-zag scan (b) Alternate scan. 

 

 

         4.2 Intra Frame coding in H.264 

H.264 performs adaptive spatial prediction to exploit the spatial redundancy in 

the I frame. It supports nine prediction modes for a 4x4 sub-block and four prediction 

modes for a 16x16 luma macroblock. For chroma 4 different modes are defined which 

are similar to the 4 modes for 16x16 intra luma prediction. Both the chroma blocks Cb 

and Cr use the same prediction mode.  If a sub-block or a macroblock is to be coded in 

the intra mode, a prediction block is formed based on the neighboring samples of the 

previously coded blocks that are to the left and/or immediately above the block to be 

coded. The prediction block is then subtracted from the original macroblock to obtain 

the error residual. 
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Intra prediction modes:  

 Spatial prediction is performed on either 4x4 blocks or a 16x16 luma 

macroblock. The use of 4x4 blocks definitely offers better accuracy in prediction, 

however it requires greater overhead for conveying the sub-block mode decisions etc in 

the compressed bit stream and hence the 16x16 macroblock mode may offer better 

overall bit rate. 

 

4x4 Prediction of Luma: 

Each macroblock is divided into 4x4 sub-blocks. Each sub-block can choose to 

predict in DC mode or use directional prediction as shown in Fig.4.3.  The 9 possible 

prediction modes are listed in table 4.2. 

          
0

1

43

57

8

6

 

        Fig. 4.3 Directional prediction modes in a 4x4 sub-block [6]. 
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   Table 4.2 Intra prediction modes for a 4x4 sub-block [6] 

Intra4x4PredMode[ luma4x4BlkIdx ] Name of Intra4x4PredMode[ luma4x4BlkIdx ] 

0 Intra_4x4_Vertical (prediction mode) 

1 Intra_4x4_Horizontal (prediction mode) 

2 Intra_4x4_DC (prediction mode) 

3 Intra_4x4_Diagonal_Down_Left (prediction mode) 

4 Intra_4x4_Diagonal_Down_Right (prediction mode) 

5 Intra_4x4_Vertical_Right (prediction mode) 

6 Intra_4x4_Horizontal_Down (prediction mode) 

7 Intra_4x4_Vertical_Left (prediction mode) 

8 Intra_4x4_Horizontal_Up (prediction mode) 

 

For an illustration consider the 4x4 block shown in Fig 4.4., in which the pixels 

of the  current macroblock are a, b,….,p  and A,B,…,L represent the previously 

decoded pixels . In the case of vertical prediction, the pixel A is used to predict pixels a, 

e, i and m, similarly the pixel B is used to predict the pixels b, f, j and n, and so on. 
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   Fig. 4.4 Pixel illustration of a 4x4 block and the surrounding pixels [6]. 

 

         Table 4.3 Intra prediction modes for a 16x16 macroblock [6]. 

Intra16x16PredMode Name of Intra16x16PredMode 

0 Intra_16x16_Vertical (prediction mode) 

1 Intra_16x16_Horizontal (prediction mode) 

2 Intra_16x16_DC (prediction mode) 

3 Intra_16x16_Plane (prediction mode) 

  

Table 4.3 lists the different prediction modes for the 16x16 macroblock. For an 

illustration, consider a 16x16 block, in the case of vertical prediction each of the 16 

columns of the current macroblock is predicted from only 1 past decoded pixel, in the 

corresponding column. 
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      4.3 Coding mode decisions in the H.264 encoder 

 

Before implementing any part of transcoding, it is important to study the 

behavior of the H.264 encoder. Only after observing the behavior of the system, one 

will be able to emulate the way mode decisions are made without having to go through 

an exhaustive search.  

 

 

         Fig. 4.5 H.264 /MPEG-4 AVC encoder block diagram [11] 
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Motion estimation and mode decision are the most computationally intensive 

processes in the encoder. They at times take up to  80 % of the total encoding time . The 

next relatively intensive process is applying the 4x4 forward transform and the 4x4 

inverse transform. 

In the case of intra prediction specifically, the two main modes possible, as 

discussed earlier, are 4x4  and 16x16 modes. It is clear that the decision between the 

two modes relates to a tradeoff between compression and coding efficiency. When the 

macroblock contains intricate detailed information, it will be necessary to encode with 

maximum coding efficiency, otherwise it is necessary to exploit spatial redundancy and 

achieve maximum compression. A good measure of the information content of the 

macroblock is its statistical properties. 

To compare the way the encoder chooses between these two intra modes and 

whether it has any relation with the statistical properties of the DCT coefficients like 

standard deviation , one must run several tests and plot the modes chosen versus the 

standard deviation of each macroblock in the I frame. The results obtained are shown in 

Figs.4.6, 4.7 and 4.8. These are 352x288 progressive sequences which were encoded at 

a constant bit rate of 1 Mbps without rate-distortion optimization. As it can be seen, the 

macroblocks with a lower standard deviation tend to choose the 16x16 mode. After the 

first threshold, they tend to switch between the 16x16 mode and the 4x4 mode and, after 

the next higher threshold they very distinctly choose the 4x4 mode. There are 

aberrations to this relationship, as can be observed. However they are negligibly small. 
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(a) (b) 

                      
(c) (d)       

                     
                          (e)           (f) 

Fig. 4.7 a. The mode decisions (intra 4x4 or 16x16 computed for a I frame in Clip 

Hall monitor are plotted vs. the number of macroblocks. b. The corresponding values 

of the standard deviation of the macroblocks vs. plotted versus the number of 

macroblocks. c. The mode decisions (intra 4x4 or 16x16 computed for an I frame in 

Clip Football are plotted vs. the number of macroblocks. d. The corresponding values 

of the standard deviation of the macroblocks vs. plotted versus the number of 

macroblocks. e. The mode decisions (intra 4x4 or 16x16 computed for an I  frame in 

Clip Akiyo are  plotted vs. the number of macroblocks. f. The corresponding values 

of the standard deviation of the macroblocks vs. plotted versus the number of 

macroblocks. 
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If this relation can be exploited during transcoding, since the DCT coefficients 

of the error residual are already available, the complexity of the intra-predictor block 

and mode decision can be completely avoided.  
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4.4 Transcoding of an I frame 

The general block diagram of the transcoder which would implement standard 

deviation based I frame mode decisions is shown in Fig.4.7. This proposed system 

essentially affects the H.264 encoder side. 

 

 

 Fig. 4.7 General block diagram of the transcoder processing for an I frame. 

The detailed flowchart of how a simple intra macroblock will be handled in 

software is shown in Fig. 4.8. The output from the decoder is the prediction residual 

after inverse discrete cosine transform. The transform coefficients are used to make 

intra mode decisions. After adding up the residual, to obtain the reconstructed intra 

frame, it is directly fed into the encoder side, along with the mode decisions indicating 

whether the 16x16 or the 4x4 mode is to be used. Each macroblock is then predicted 
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using these mode decisions. Sub macroblock directional modes are chosen based on 

macroblock availability and sum of absolute difference value. For instance, suppose the 

16x16 mode was selected. Then the availability of the surrounding macroblocks is 

determined. If only the macroblock to the left of the current macroblock is available 

then the 16x16 horizontal mode is selected as a valid mode for prediction. The sum of 

absolute difference (cost) for that   mode is computed. The predicted macroblock is 

subtracted from the input macroblock and then the difference is transformed, quantized 

and entropy coded. If there is more than one macroblock available and there is more 

than one valid mode, then the best mode selected is the one with the minimum cost. 
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Fig. 4.8 Intra coding using previously computed variance based mode decisions. 
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 4.5 Mode decision algorithm                      

 

 

 

 

                 Fig.  4.9 Mode decision algorithm for I frame transcoding. 
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  4.6 Results 

 As shown in Fig. 4.9, the mode decision algorithm essentially captures the need 

for choosing coding efficiency over reduction in bit rate .It uses the standard deviation 

as an indication of the amount of information contained in the macroblock. It studies the 

pattern of the variations in the standard deviation within the blocks of a macroblock and 

determines the need to use either intra 16x16 mode or intra 4x4 mode.     

 

Table 4.4 Results obtained for the first I frame when the test clips were transcoded with 

variance based mode decision algorithm. 

 

 

Table 4.4 list the results obtained for an I frame when the mentioned test clips 

were transcoded at 1 Mbps from an MPEG-2 bit stream to an H.264 bit stream. The 

 PSNR (dB) Bits used (bits/pic)      Execution Time (ms)             

Test clip  Exhaustive 

SAD based 

mode 

selection 

Standard 

deviation 

based 

mode 

selection 

Exhaustive 

SAD based 

mode 

selection 

Standard 

deviation 

based 

mode 

selection 

Exhaustiv

e SAD 

based 

mode 

selection 

Standard 

deviation 

based mode 

selection 

Akiyo 43.221 43.086 56480 67720 300 240 

Coastguard 39.798 39.81 119880 126024 420 331 

Football 39.316 39.368 139576 142520 420 391 

Foreman 41.448 41.4 75008 92520 301 241 

Crawfish 42.2 42.153 68864 77592 301 240 

Flower 

Garden 

39.232 39.303 215200 217376 381 311 

Hall Monitor 42.131 42.083 76712 91224 310 240 
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mode decisions for the H.264 stream were made using the algorithm mentioned above. 

The PSNR obtained by the proposed new low complexity transcoding scheme is 

comparable to that obtained by complete decoding and re-encoding of the bit stream. 

The bits used however, tend to be slightly higher than those in the case of full decoding 

and re-encoding. The full decoding and re-encoding process, performs an exhaustive 

search to find the best mode with the minimum cost. Hence the prediction residual is 

also very small and it requires less number of bits to be transmitted. However, in the 

proposed scheme, achieving low complexity is also of significant importance and hence 

a small increase in the number of bits used is acceptable with negligible loss in PSNR. 

Figs. 4.12a-4.15c show an I frame in the MPEG-2 stream, after transcoding and 

with complete decoding and re-encoding. As can be observed, the subjective quality of 

these frames is very close and comparable. 

PSNR Comparison of the Proposed method v.s. Complete decoding 

and re-encoding method
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Fig. 4.10 Comparison of the PSNR of the proposed method and complete decoding and 

re-encoding   method. 
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Execution time comparison of Proposed method v.s. Complete 

decoding and re-encoding method
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Fig. 4.11 Comparison of the execution time of the proposed method and complete 

decoding and re-encoding   method. 
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                                 (a) 

           

              
               (b) 

 

       
   (c)         

Fig 4.12 a. Subjective quality of an I frame of the clip Akiyo in an MPEG-2 compressed 

stream. B.Subjective quality of an I frame of the clip Akiyo in the H.264 transcoded 

compressed   stream. c. Subjective quality of an I frame of the clip Akiyo in 

the H.264  re-encoded compressed stream. 
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      (a) 

 

       
   (b) 

 

      
      (c) 

Fig. 4.13 a. Subjective quality of an I frame of the  clip Foreman  in  an MPEG-2 

compressed stream.  b.Subjective quality of an I frame of the  clip Foreman  in  the 

H.264 transcoded compressed  stream. c. Subjective quality of an I frame of the  clip 

Foreman in  the H.264 re-encoded compressed stream. 
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           (a) 

 

              
        (b) 

   

                
        (c) 

Fig. 4.14 a. Subjective quality of an I frame of the  clip Flower garden in  an MPEG-2   

compressed stream. b.Subjective quality of an I frame of the  clip Flower garden in  the 

H.264  transcoded compressed stream.c. Subjective quality of an I frame of the clip 

Flower garden  in  the H.264 re-encoded compressed stream. 
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            (a) 

 

      
           (b) 

 

                                   
                                      (c) 
Fig. 4.15 a. Subjective quality of an I frame of the  clip Coast guard in  an MPEG-2   

compressed stream.b.Subjective quality of an I frame of the  clip Coast guard in  the 

H.264 transcoded compressed stream. c. Subjective quality of an I frame of the  clip 

Coast guard in  the H.264 re-encoded compressed stream.
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                                              CHAPTER 5 

                                 P FRAME TRANSCODING 

                                5.1 P frame coding in MPEG-2 

In the MPEG-2 standard [6], macroblocks in P frames can be coded using inter 

modes or the intra modes. Macroblocks that are inter-coded seek to exploit temporal 

correlation among frames and thus achieve compression. In P pictures, some modes 

available are MC/no MC, coded/not coded, intra/inter and quantizer modification or not. 

The standard itself does not specify how to make these decisions. 

The MC/ no MC decision is by the encoder, whether to transmit motion vectors 

or not. If the motion vector is zero due to MC decision then some bits can be saved by 

not transmitting it. The intra/non intra coding decision is made based on variance. The 

coded/not coded decision is a result of quantization. If all the quantized DCT 

coefficients are zero then the block need not be coded. The quant/no quant decision is 

made as to whether the quantizer scale is to be changed or not. This is usually based on 

the frame content and on the buffer fullness assessment of the decoder. The decision 

process for each macroblock can be described as shown in Fig.5.1.  
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             Fig. 5.1   Macro block mode selection process for   P frames in MPEG-2.  

 

5.1.1 Motion Compensated Prediction 

 In the motion estimation process, the motion vectors for predicted and 

interpolated macroblocks are coded differentially with respect to previously decoded 

motion vectors in order to reduce the number of bits required to represent them. The 

prediction MV is set to zero at the start of a slice or if the last macroblock was intra 

coded. The motion compensation process forms predictions from the previously 

decoded frames, using motion vectors that are of integer pel or half pel resolution. In 
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the case of an intra coded macroblock, no prediction is formed. They may however 

carry concealment motion vectors which are used to aid the decoding process when bit 

stream errors have occurred. 

The differential motion vectors are coded using VLC. The motion vectors for 

the color components are obtained from the motion vectors of   the luminance 

component as shown in eqs. 5.1-5.4.  

 

For 4:2:0,  

MV (horizontal chroma) = MV (horizontal luma) / 2             (5.1) 

MV (vertical chroma) = MV (vertical luma) / 2                     (5.2) 

 

For 4:2:2, 

 MV (horizontal chroma) = MV (horizontal luma) / 2           (5.3) 

  MV (horizontal chroma) = MV (horizontal luma)                (5.4) 

 

There are four prediction modes in MPEG-2: 

1. Field prediction:  A frame is composed of two fields, the top field has parity   

zero and the bottom field has parity one. Field predictions can be made between the 

same parity fields or opposite parity field. Predictions are made independently for each 

field. In P-pictures the two reference fields from which predictions shall be made are 

the most recently decoded reference top field and the most recently decoded reference 

bottom field. The simplest case is shown in  Fig. 5.2 . It is  used when predicting the 
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first picture of a coded frame or when using field prediction within a frame picture. In 

this case the two reference fields are part of the same reconstructed frame.  

                    The case when predicting the second field picture of a coded frame 

is more complicated because the two most recently decoded reference fields shall be 

used. In this case the most recent reference field was obtained from decoding the first 

field picture of the coded frame. Fig. 5.3 illustrates this situation when the second 

picture is the bottom field. Fig. 5.3 illustrates the situation when the second picture is 

the top field.    

 

2. Frame prediction:  In P pictures, predictions are made from the most recently 

reconstructed reference pictures as illustrated in Fig. 5.5. 

 

3. (16x8) motion compensation:  In this case, two motion vectors are used per 

macroblock. The first motion vector is used for the upper 16x8 region and the second 

motion vector is used for the lower 16x8 region. This method can be used by field 

pictures only. 

 

4. Dual Prime prediction:  This is present in P pictures only. Only one motion 

vector is encoded in the bit stream together with a small differential motion vector. In 

the case of field pictures two motion vectors are derived from this information. They are 

used to form predictions from two reference fields (one top field, one bottom field), 

which are averaged to form the final prediction. 
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            Fig. 5.2 Prediction of the first field or field prediction in a frame picture [6]. 

                         

           Fig. 5.3 Prediction of the second field picture when it is the bottom field [6]. 

                            

             Fig. 5.4 Prediction of the second field picture when it is the top field [6]. 
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                                 Fig. 5.5 Frame  prediction of  a P picture [6].  

 

5.1.2 DCT coding 

 Only the DCT coefficients of the basic 8x8 blocks indicated by the coded block 

pattern (CBP) in a macroblock are coded. The DCT coefficients of the remaining blocks 

are quantized as zeros. After applying DCT, the coefficients are then quantized using 

the default quantization matrix (Fig. 5.6) for non-intra macro blocks or a user defined 

matrix. The transformed and quantized coefficients are then scanned and VLC coded.  

 

16    16    16    16    16    16    16    16                                  

16    16    16    16    16    16    16    16 

16    16    16    16    16    16    16    16 

16    16    16    16    16    16    16    16 

16    16    16    16    16    16    16    16 

16    16    16    16    16    16    16    16 

16    16    16    16    16    16    16    16 

16    16    16    16    16    16    16    16 

Fig. 5.6  Default quantization matrix for 8x8 DCT coefficients in non-intra macroblocks 

[14].  
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5.2 P frame coding in H.264 

P frame coding in H.264 [19] utilizes inter prediction similar to the MPEG-2 

standard. Inter prediction includes both motion estimation (ME) [3] and motion 

compensation (MC) [3]. It generates a predicted version of a rectangular array of pixels, 

by choosing another similarly sized rectangular array of pixels from a previously 

decoded reference picture and translating the reference array to the position of the 

current rectangular array. In AVC, the rectangular array of pixels that are predicted 

using MC can have the following sizes: 4x4, 4x8, 8x4, 8x8, 16x8, 8x16 and 16x16 

pixels (Fig. 5.11).  Hence it can be noted that AVC allows sub 16x16 and sub 8x8 ME 

and MC unlike the MPEG-2 standard. Also, AVC allows ME of up to quarter pixel 

accuracy. It allows the use of more than one recently decoded reference frames from the 

reference frame buffer. It also supports the use of B frames as reference frames, 

however this feature is optional. Such multi reference prediction, quarter pixel accuracy 

ME and use of B frames as reference frames is not supported by the MPEG-2 standard. 
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Fig. 5.7 Process of P frame prediction for the current macroblock over a search window 

dx x dy in a reference frame of List0. 

 

Width of the search window, dx = 2*swx +1 

            Height of the search window, dy = 2*swy+1 

 

AVC maintains two lists of reference frames, list0 and list1. P frames predict 

only from past decoded reference frames in List0 i.e., it uses forward prediction. For 

each pixel of each macroblock , it refers to each reference frame in list0, as shown in 

Fig. 5.7, and it computes the sum of absolute difference (SAD) value at each pixel 

within a user specified search window(swx – x axis search window size, swy – y axis 

search window size) in the reference frame. It selects the pixel in the reference frame 

which has the minimum SAD value as a search center. It then uses this search center to 

perform half pixel resolution ME. Again the pixel or sub pixel with the least SAD value 
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is selected as the search center and quarter pixel ME is performed. This process is 

repeated for each type of macroblock and sub macroblock partition, and each reference 

frame in List0 and then the best match with the minimum SAD value is selected. 

Depending upon the best mode or sub partition selected, the macroblock can have one 

motion vector or up to 16 motion vectors. It can be noted from the execution time in the 

test results table 4.1, that this full search method will yield the best results but it is very 

computationally intensive. 

For instance, for motion vector prediction of a 16x16 pixel macroblock with no 

sub partitions, when estimated over a 1 pixel window, the size of the search window 

will be 3x3 with 9 pixels. At each of the 9 pixels, computing the SAD for the 16x16 

macroblock requires 256 subtractions and 255 additions. Therefore a total of  256x9 

subtractions and 255x9 additions before the motion vector with the lowest SAD value   

at full pel resolution can be derived.  Then this is further extended to half pel resolution 

and quarter pel resolution over search windows of the same size or smaller sizes. 

 

 

 

 

 

 

 

 



 

 

 

58 

 

5.3 Transcoding 

 

 

                                 Fig. 5.8 Structure of the cascaded transcoder [4]. 

                    In most video coding standards, motion vector selection is 

performed based on the sum of absolute difference (SAD) value. In order to select a 

motion vector, the one corresponding to the best matching macroblock with the 

minimum SAD value over a search area ‘s’  is selected such that 

 

                                               (5.5) 

                 where, 

                                                        (5.6)         

m, n are horizontal and vertical components of the motion vector. 

The superscripts ‘c’ and ‘p’ denote current and previous frame respectively, as 

shown in Fig. 5.8. The subscript‘s’ and ‘f’ indicate second encoder and front encoder 

respectively as shown in Fig. 5.8. Since the reconstructed picture in the front encoder is 

the same as the input picture to the second encoder,  
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                              (5.7) 

                              where, 

                                                         (5.8) 

 

In the equations (5.7) (5.8),  represents the quantization error in the 

front encoder and  represents the quantization error of the previous frame in the 

second encoder. As can be seen, simple reuse of the MPEG-2 motion vector does not 

take into consideration the quantization error and hence it will produce non optimal 

results.  The quality degradation will be especially significant when the difference 

between the quantization parameters of the first encoder and the second encoder is 

large. 
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5.3.1 Motion Vector Refinement  

 In transcoding, simple reuse of the motion vectors obtained from the 

MPEG-2 bit stream produces non optimal results due to quantization errors, leading to 

severe quality degradation. Motion vector refinement improves the accuracy of the 

motion vectors and allows for reuse, without significantly increasing the complexity. It 

also, helps to account for modes in MPEG-2 which do not have motion vectors coded. 

In the case of transcoding from MPEG-2 to H.264, MPEG-2 allows for up to half pel 

motion search where as H.264 allows for up to quarter pel motion search. Motion vector 

refinement allows taking advantage of quarter pel motion search and thus even 

improving the accuracy of motion search.  

P frames can also contain Intra macroblocks. These are usually decided in 

MPEG-2 based on the macroblock content. However, since MPEG-2 does not evaluate 

sub macroblock partitions, there is a possibility that these macroblocks may be 

preferably coded as inter than intra. Using motion vector refinement with a (0, 0) search 

center, helps refine this decision. 

The MPEG-2 standard allows for field coding or frame coding of frame 

pictures. If the motion vectors of the MPEG-2 stream are extracted from a frame 

macroblock which was field coded then one pixel compensation has to be applied to the 

value of the motion vectors. For instance, as shown in Fig. 5.9, when the macroblock 

was field predicted with the current macroblock in the top field and the referenced 

macroblock in the bottom field, one must be added to the motion vector (y component).  
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When the macroblock was field predicted with the current macroblock in the 

bottom field and the referenced macroblock in the top field, one must be subtracted 

from the motion vector (y component). This motion vector adjustment is performed 

prior to motion vector refinement. 

 

                        

                  Fig. 5.9   Motion vector adjustment from field to frame prediction [2][4]. 
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5.3.2 Algorithm 

The refinement scheme (Fig. 5.10) applied to the motion vectors involves 

refining them over a one pixel window with the MPEG-2 motion vectors as the search 

centers. The motion vectors obtained by full pel search are then used as search centers 

for the half pel search. Similarly again the motion vectors from the half pel search are 

further refined by a quarter pel search.                                        

 

         Fig. 5.10   Motion Vector Refinement Algorithm for P frames. 
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5.3.3 Coding mode decision 

Coding mode decisions are made by comparing sum of absolute difference value 

i.e. motion cost for the refined motion vectors and the motion vectors predicted from the 

surrounding macroblocks in the same frame.  

 

 

 



 

 

 

64 

                                                                                                                        

 

Fig. 5.11 Top down block splitting approach used to minimize the computational 

complexity of the coding mode decision process. 

 

The motion cost for each pixel in a one pixel window is determined and the best 

one is selected based on the lowest cost as the best motion vector. To decide the best 

block size mode, top down splitting procedure is used as shown in Fig.5.11. Using this 
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top-down block splitting approach, initially the motion costs for the 16x16 block, the 

8x16 blocks and the 16x8 blocks are determined. If the total motion cost for the 8x16 

blocks or the 16x8 blocks exceeds the motion cost for the 16x16 block, then it implies 

that further partition may not significantly improve the performance. Hence the 8x8 and 

sub 8x8 block partitions  are skipped from the motion estimation and mode decision 

process.  Thus in general, if the costs for the next level of smaller sub blocks exceed 

that of the current level, further partitioning is stopped without checking the smaller 

blocks which come after the next level, to save computations. As shown in the Fig. 

5.11, the same top-down approach is used for 8x8 blocks and sub 8x8 block partitions 

also. This helps to reduce the computational complexity of the coding mode decision 

process greatly. 
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                               5.4 Results and overview of P-frame transcoding 

The overall scheme of P frame transcoding can be largely, divided into two 

parts: Extracting the frame data and motion vectors from the MPEG-2 bit stream, and 

adjusting the motion vectors and refine them over a small window and reuse them in 

sub pel motion estimation and mode decision. 

The video clips used for this experiment are standard test clips [17]. The  

objective of the proposed scheme for P  frame transcoding is to reduce the  complexity 

of the transcoding process without significantly changing the PSNR .It can be observed 

in Table 5.1, that the PSNR obtained by complete decoding and re-encoding of the 

MPEG-2 bit stream is comparable that obtained by the proposed scheme. The PSNR 

also depends on other factors such as the motion search window size, bit rate etc. For 

these experiments the, bit rate was maintained constant at 1 Mbps  and the motion 

search window for the full re-encoding process was maintained at -1pel to +1pel and  -

24 pels to +24 pels. The savings in terms of execution time are also quite significant. 

Note that the Figs. 5.14a-5.25c indicate the motion vectors and the mode 

decisions for each test clip in all three scenarios; the original MPEG2 bit stream, the  

transcoded  H.264 bit stream  and the H.264 bit stream obtained by complete decoding  

and re-encoding of the input. The forward motion vectors are marked in red. In the case 

of B frames, the backward motion vectors are marked in green. The mode decisions are 

indicated by the black grid structure. In the case of bit stream MPEG-2, since I frames 

only support 16x16 block motion compensated transform coding, the grid indicates the 
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16x16 block squares. In the case of the H.264 bit stream, the cells of the grid are sub 

divided to indicate the kind of sub macroblock partition, if any. 

 

Table 5.1 The results obtained by transcoding a P frame from MPEG-2 to H.264 at 1 

Mbps, compared with the complete MPEG-2 decoding and H.264 re-encoding of the 

MPEG-2 bit stream. 
   P frame with motion vector reuse and 

hierarchical mode decisions 

P frame with full motion  search , 

complete decoding and   re-

encoding 

Test 

Clip 

No. 

 

Test Clip 

 

 

PSNR 

(dB) 

Number of 

Bits used 

Motion  

estimation  

time (MET) 

(ms) 

 

PSNR 

  (dB) 

Number 

of  Bits 

used 

Motion 

estimation 

Time 

(MET) 

(ms) 

1 Crawfish 40.249 60080 631 37.349 50392 4196 

2 Akiyo 41.952 13536 401 42.137 10464 3976 

3 Coast guard 37.531 115544 751 37.93 94688 4136 

4 Football 37.888 83440 691 37.89 

 

90112 4407 

5 Foreman 39.835 38280 581 40.09 32620 4016 

6 Flower 

garden 

36.882 212120 671 37.349 134880 4196 

7 

 

Hall Monitor 40.46 32264 350 40.517 29936 3916 

 

It can be observed that the results obtained by the proposed method are very 

close to those obtained by the full re-encoding process. For the test clip Akiyo, the 

motion vectors are shown in Fig. 5.14a-5.14c and the mode decisions can be observed 

in Fig. 5.15a-5.15c.  The mode decisions and the motion vectors computed are similar. 

The MPEG-2 motion vectors are coded for a 16x16 macroblock. Sub macroblock 

partitions are not part of the standard hence fewer motion vectors can be observed. The 
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refinement scheme helps to take advantage of sub macroblock modes and up to 50 

percent more new motion vectors are determined. In this test clip, the motion is 

concentrated around the news readers face, hence the detailed motion vectors and sub 

macroblock decisions can be observed around these areas. 

The same results can also be observed on test clips Flower garden (Fig.5.20a-

5.21c), Foreman (Fig.5.16a-5.17c), Football (Fig. 5.22a-5.23c) and Coast (Fig. 5.18a-

5.19c). It can be noted that the percentage of macroblocks choosing the sub 8x8 modes 

is far less in the proposed scheme than in the full re-encoding method, due to 

hierarchical mode decisions. Also, between MPEG-2 and H.264, the change in the 

decision between intra mode and inter mode can be observed, particularly in the test 

clip Foreman (Fig. 5.16a-5.17c), where the macroblocks in the face tend to select intra 

mode over the inter mode after they are transcoded, hence the motion vectors in those 

areas are zero. 
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Fig. 5.12 Comparison of PSNR obtained by the proposed method of motion vector 

reuse vs. full motion search for P frames in different test clips. 
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Fig. 5.13 Comparison of MET obtained by comparing the proposed method of motion 

vector reuse vs. full motion search for P frames in different test clips. 
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       (a) 

      

           
   (b) 

      

             
      (c) 
Fig. 5.14 a.Shows a P frame of the 1Mbps compressed MPEG-2  bit stream Akiyo  with 

the  motion vectors marked.b. Shows a P frame of the 1Mbps compressed  transcoded 

H.264 bit stream Akiyo with the  motion vectors marked.c. Shows a P frame of the 

1Mbps compressed H.264 bit stream Akiyo obtained by complete decoding and re-

encoding with the  motion vectors marked. 
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      (a) 

 

       
      (b) 

 

      
   (c) 

Fig. 5.15 a. Shows a P frame of the 1Mbps compressed MPEG-2  bit stream Akiyo 

with the  mode decisions marked.b. Shows a P frame of the 1Mbps compressed 

transcoded H.264 bit stream Akiyo with the  mode decisions marked.c. Shows a P 

frame of the 1Mbps compressed H.264 bit stream Akiyo  obtained by complete 

   decoding and re-encoding with the  mode decisions marked 
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            (a) 

 

             
               (b) 

 

    
            (c)      

Fig. 5.16 a.Shows a P frame of the 1Mbps compressed MPEG-2  bit stream  Foreman 

with the  motion vectors marked.b. Shows a P frame of the 1Mbps compressed 

transcoded H.264 bit stream Foreman with  the  motion vectors marked.c. Shows a P 

frame of the 1Mbps compressed H.264 bit stream Foreman obtained by complete 

decoding and re-encoding with the  motion vectors marked. 
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                  (a)  

 

      
          (b) 

 

         
               (c) 

Fig. 5.17 a. Shows a P frame of the 1Mbps compressed MPEG-2  bit stream            

Foreman  with the  mode decisions marked.b. Shows a P frame of the 1Mbps 

compressed transcoded H.264 bit stream  Foreman with the mode decisions marked. 

c.  Shows a P frame of the 1Mbps compressed H.264 bit stream Foreman obtained by 

complete decoding and  re-encoding with the  mode decisions marked
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                                                            CHAPTER 6 

                                  B FRAME TRANSCODING 

The major difference between P frames and B frames is that there can be three 

types of prediction in B frames: forward, backward and interpolated prediction. There 

are two estimated motion vectors forward and backward [14]. The motion vectors are 

set to zero at the start of each slice and at each intra macroblock.  

 

 

 

   

 

      

 

Fig. 6.1 Different coding modes for each macroblock in a B frame. 
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       6.1 B frame encoding in MPEG-2 

In the case of MPEG-2 [14], the encoder does not store B frames in the memory 

because they are not used for motion estimation and compensation.                                 

  There are three ways of coding the motion vectors. If only a forward 

motion vector is present, then the motion compensated macroblock is predicted from 

the previous I or P picture.  This is the same as the P frame where motion compensation 

is based on forward motion vectors only. If only a backward motion vector is present, 

the motion compensated macroblock is predicted from a future I or P picture. If both 

forward and backward motion vectors are present then the motion compensated 

macroblocks are constructed from both the previous I or P frame and the next I or P 

frame and the result of the two is averaged to form the interpolated motion compensated 

macroblock.. As illustrated in Fig. 6.2, besides the intra mode and the predicted modes, 

the skip mode also exists for the B frames. However there exists one basic difference in 

the coding of skip macroblock motion vectors for B frames. Skipped macroblocks in P 

frames have motion vectors equal to zero; however, skipped macroblocks in B frames 

have the motion vector differential equal to zero, which implies that the motion vectors 

of the current macroblock are the same as that of the previous macroblock. The skipped 

macroblock in a B frame has no VLC. The sequential mode decision procedures in Fig. 

6.2 lead to macroblock type selection.  The encoder first determines the motion 

compensation mode i.e. forward, backward or interpolative. The MC/no MC decision is 

not necessary for B frame. The macroblocks are either regarded as motion compensated 

or intra. The second decision is intra or non intra coding. The intra macroblock is coded 
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similarly as in the I frame. For the non intra case, the prediction error is checked to see 

if it is large enough to be coded using the DCT.  The last step is to decide whether the 

quantizer scale is satisfactory for the quantization of the DCT coefficients. 

 Blocks of 8x8 pels are transformed into an array of 8x8 transform 

coefficients using the 2-D DCT that is the same as that for I and P pictures.  

Quantization and coding of the DCT coefficients in B pictures is the same as in P 

pictures.  

 

 

 

 

 

 

 

 

 

 

   

 

 

 

 

 

   

 

 

 
Fig. 6.2 Mode decision tree structure for macroblocks in B frames 
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6.2 B frame encoding in H.264 

B frame encoding in H.264/AVC is similar to that of MPEG-2; however there 

are certain additional capabilities in it that surpass MPEG-2. H.264 supports motion 

estimation and compensation for sub macroblock partitions.  For B frame macroblocks,  

each sub partition can have up to two motion vectors allowed for temporal prediction 

[3]. They can be from any picture in the future or the past in display order. Hence H.264 

supports multi frame referencing which MPEG-2 does not support. There is a constraint 

on the maximum number of reference frames that can be used for prediction based on 

the profile and level being used [3]. Also, H.264 allows the use of B frames as reference 

frames for temporal prediction.     

As compared to MPEG-2, B frames also have a special mode in H.264 called 

the direct mode. In this mode the motion vectors are not explicitly derived. The receiver 

obtains the motion vectors by scaling the motion vectors of a collocated macroblock in 

another reference picture.  In this case, the reference picture for the current macroblock 

is the same as that of the collocated macroblock. 
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Fig. 6.3 Computation of motion vectors from the collocated macroblock for the direct 

mode in B frames [3][25]. 

 

The weighted prediction concept [11] is further extended in the case of B 

frames.  Weighted prediction can be used to enable the encoder adjustment of the 

weighting used in the weighted average between the two predictions that apply to bi-

prediction.  This can be especially effective for implementing “cross-fades” between to 

different video scenes, as bi-prediction allows flexible blending of content from these 

two scenes. The rest of the processing of B frames in H.264 remains the same as, in the 

case of P frames.     

 

    6.3 Transcoding of B frames and results 

Transcoding of B frames also requires motion vectors reuse and refinement 

[1][4][5], as in the case of P frames. The proposed method refines them over a -1 to +1 

pixel window around the current pixel pointed to by the motion vectors. This process is 
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repeated for the forward motion vector, as well as, the backward motion vector. The 

search window size around the current pixel pointed to as defines the accuracy of the 

refinement. Several tests were executed using different search window sizes and the 

results are as shown in Fig. 6.4. 

B frame search window size test (Clip Akiyo)

42.66

42.68

42.7

42.72

42.74

42.76

42.78
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---> Search Window Sizes

--
->
 P
S
N
R
(d
B
)

B frame search window size

test

 
Fig. 6.4 Effect of the choice of search window sizes on PSNR, when tested on the Clip 

Akiyo transcoded from a 1Mbps MPEG-2 stream to a 699Kbps H.264 stream. 

It can be observed that as the search window size is increased, initially the 

PSNR increases, however the increase tends to saturate to a steady state value above a 

certain search window size. It can also be noted that the one pixel window search 

provides a value close to the steady state PSNR value. Also, it involves the use of nine 

search centers    which gives a fairly good tradeoff between computational complexity 

and PSNR. Similar results were obtained, when other test sequences were also tested. 

Hence a -1 to +1 pixel window was selected as a reasonable tradeoff. 

Further, as in the case of P frames the use of hierarchical mode decisions was 

also tested for different test sequences and the results for test sequence Akiyo are as 

tabulated in Table 6.1, Table 6.2, Fig.6.5 and Fig.6.6.  It can be observed that the PSNR 
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in the two cases is almost the same however; the execution time for the proposed 

method reduces by approximately 50% with the use of hierarchical mode decisions. 

 

 

 

 

Table 6.1 Comparison of the PSNR, Bit rate and Execution time for the test sequence 

Akiyo when transcoded from a 1 Mbps MPEG-2 stream to an H.264 stream using the 

proposed method. 

 

 

 

Table 6.2 compares the PSNR, Bit rate and Execution time for the test sequence Akiyo 

when transcoded from a 1 Mbps MPEG-2 stream to an H.264 stream using the proposed 

method without hierarchical mode decision. 

Test clip Akiyo w/o 

hierarchical mode 

decision     

PSNR(dB) Bit rate(kbps) Execution time(ms) 

32 137.46 4674 

35.36 224.94 5426 

38.59 380.37 5750 

42.6 699.18 2434 

45.33 1050 2463 

49.14 1705.81 2353 

52.95 2538.77 2352 

   
 

 

Test clip Akiyo     

PSNR(dB) Bit rate(kbps) Execution time(ms) 

32 137.46 2422 

35.34 224.23 2815 

38.58 379.86 2752 

42.58 695.34 1070 

45.31 1044.62 1071 

49.11 1685.9 1062 

52.93 2534.16 942 
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Comparison of PSNR Values for transcoding with and without the heirarchical 

mode decision
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Fig. 6.5 Comparison of the PSNR in dB for the proposed reuse method with and 

without hierarchical mode decision. 

 

 

Comparison of Execution time for the proposed method with and without 

heirarchical mode decision
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Fig. 6.6 Comparison of the execution time in ms for the proposed reuse method with 

and without hierarchical mode decision. 
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The overall results while transcoding a B frame for different test clips are 

tabulated in Table 6.3. 

 

Table 6.3 Comparison of the results obtained by transcoding different test sequences 

from a 1Mbps MPEG-2 stream to an H.264 stream at a lower bit rate with those 

obtained by complete decoding and re-encoding of the same MPEG-2 stream.  
   B frame with motion vector reuse 

and hierarchical mode decisions 

B frame with full motion search , 

complete decoding and re-encoding 

Test 

Clip 

Number 

 

Test Clip 

 

 

PSNR 

(dB) 

Number 

of Bits 

used 

Motion  

estimation  

time(MET) 

(ms) 

 

PSNR 

  (dB) 

Number 

of  Bits 

used 

Motion 

estimation 

Time(MET) 

(ms) 

1 Crawfish 40.466 55032 881 40.830 43248 8112 

2 Akiyo 

 

42.712 5416 660 42.769 4456 7961 

3 Coastguard 

 

37.534 95432 872 38.035 66912 7801 

4 Football 37.922 74696 801 37.905 

 

71776 7993 

5 Foreman 

 

40.369 27768 881 40.545 21752 7800 

6 Flower 

garden 

 

36.854 179328 771 37.202 105664 8013 

7 

 

Hall Monitor 

 

41.175 15528 660 41.210 13368 7482 
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             (a) 

 

                               
             (b) 

 

                              
              (c) 

Fig. 6.7 a.Shows a B frame of the 1Mbps compressed MPEG-2  bit stream Akiyo with 

the  forward and backward motion vectors marked. b. Shows a B frame of the 1Mbps 

compressed transcoded H.264 bit stream Akiyo with the forward and backward motion 

vectors  marked.c. Shows a B frame of the 1Mbps compressed H.264 bit stream Akiyo 

obtained by complete decoding and re-encoding with the forward and backward  motion  

vectors marked 
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                          (a) 

 

         
   (b) 

 

         
      (c) 

 

Fig. 6.8 a. Shows a B frame of the 1Mbps compressed MPEG-2  bit stream Akiyo 

with the  mode decisions marked..b. Shows a B frame of the 1Mbps compressed 

transcoded H.264 bit stream Akiyo with the  mode decisions marked.c.  Shows a B 

frame of the 1Mbps compressed H.264 bit stream Akiyo obtained by complete 

decoding and re-encoding with the  mode decisions marked 
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               (a) 

 

               
     (b)       

 

                
              (c) 

  

   Fig. 6.9  a.Shows a B frame of the 1Mbps compressed MPEG-2  bit stream              

Foreman with the  forward and backward motion vectors marked. b. Shows a B frame 

of the 1Mbps compressed transcoded H.264 bit  stream Foreman with the forward and 

backward motion vectors marked.c. Shows a B frame of the 1Mbps compressed H.264 

bit stream Foreman obtained by complete decoding and re-encoding with the forward 

and backward  motion  vectors marked. 
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              (a) 

 

          
            (b) 

 

     
          (c) 

Fig. 6.10  a. Shows  a B frame of the 1Mbps compressed MPEG-2  bit stream               

Foreman with the  mode decisions marked. b. Shows a B frame of the 1Mbps 

compressed transcoded H.264 bit stream Foreman with  the  mode decisions marked.   

c. Shows a B frame of the 1Mbps compressed H.264 bit stream Foreman obtained by 

complete  decoding and re-encoding with the  mode decisions marked. 
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                                                CHAPTER 7 

                                RESULTS AND CONCLUSIONS 

The results presented so far compared the proposed  transcoding method with 

complete decoding and re-encoding of the input MPEG-2 bit stream. As has been 

observed,    the two methods are very close and comparable in PSNR. However, a 

significant reduction in the execution time is achieved by the proposed method. The 

results presented here are a comparison between the properties of the input MPEG-2 bit 

stream and the output H.264 bit stream. 

                       

                    Cost = Λ* Rate + Distortion                                                 (7.1) 

where, 

           Λ = Lagrange multiplier. 

           Rate = the total number of bits used to transmit the transform coefficients and   

header information. 

           Distortion = the difference between the original and the reconstructed 

macroblock. 

The bit rate of the output H.264 stream is maintained the same as the input 

MPEG-2 bit stream by controlling the quantization parameter of the H.264 bit stream.  

The rate control engine of JM9.4 depends largely on the initial value of the quantization 

parameter (QP) at the beginning of each GOP and the past values of QP in the QP 

buffer.  By varying the initial QP of each GOP, the bit rate of the output stream, as well 



 

 

 

88 

as, the quality of the frames in that GOP can be influenced. This rate control cannot be 

directly affected by the mode decision module because the QP selection process has 

greater influence on the output bit rate. The mode decision process, however, computes 

the sum of absolute difference value which has a direct correlation with the distortion 

computed. The results (Table 7.1) are without rate–distortion optimization (RDO). They 

can be further improved by using RDO. When RDO is used, the cost of each mode 

decision and motion estimate is computed using the eq. (7.1).To compute the values of 

the ‘Rate’ and the ‘Distortion’ term the block or macroblock has to be completely 

reconstructed for each subpartition. Hence the complexity associated with using RDO is 

much higher.  

Rate control is responsible for maintaining consistent quality while satisfying 

bandwidth, delay and memory constraints. In the case of transcoding it is best to retain 

the GOP structure of the input stream to take advantage of the bit distribution between 

frames. Transcoding does not typically change the frame types to keep the complexity 

low. One solution is to scale the bits in the incoming bit stream according to the rate 

conversion ratio. The rate conversion ratio is the ratio of the bit rate of the transcoded 

output bit stream to the bit rate of the input bit stream. Also, selective scaling can be 

applied to assign more bits to the I frames to obtain greater accuracy in intra coding. 

When an initial delay is incorporated in the transcoding process, the statistics of the 

incoming bit stream can be used to improve the rate control [27]. 
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7.1 Results 

The test clips used are standard (352x240) CIF resolution test clips. They are 

encoded into MPEG-2 streams at a bit rate of 1Mbps and with a GOP size of 12 and the 

IBBPBBP…GOP structure. These streams are transcoded to 1Mbps H.264 streams with 

the same GOP structure of IBBPBBP... and a GOP size of 12. The PSNR values 

presented are the average PSNR values for all the frames in the test sequence used. The 

PSNR is computed with reference to the original source clip before the MPEG-2 

encoding process.  

Table 7.1 Comparison of the PSNR of the input MPEG-2 bit stream and the   H.264 

transcoded bit stream measured with reference to the original source test clip. 
Test Clip PSNR of the MPEG-2 bit 

stream (dB) 

PSNR of the H.264 transcoded 

bit stream (dB) 

Flower 30.15 27.11 

Crawfish 36.95 33.1 

Football 28.12 26.11 

Foreman 37.46 34.13 

Akiyo 43.68 41.04 

Coast 32.2 28.63 

Hall Monitor 36.93 34.01 

 

As can be observed in Table 7.1, transcoding results in a reduction of about 2-4 

dB in the PSNR of the input bit stream. However, perceptually this reduction is not 

significantly visible as can be observed in the Figs. 7.3-7.5.  
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  To derive conclusions about the performance of the proposed method it 

is very important to compare it with other proposed methods for transcoding. Figure 7.2 

compares the proposed method  (PM) with a DCT domain transcoder (DDT) [23] and 

with complete decoding and re-encoding (CDRE) of the MPEG-2 bit stream. The test is 

run on 30 frames of the test sequence Foreman at a bit rate of 1 Mbps and with a GOP 

structure of IBBPBBP… The DCT domain transcoder used is shown in Fig. 7.1. 

 

Fig. 7.1 DCT domain transcoder proposed by Chang and Messerschmitt [23]. 

 

Comparison of the Proposed method(PM), Complete decoding and 
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Fig. 7.2 Comparison of the proposed method (PM) with a DCT domain transcoder 

(DDT) and with complete decoding and re-encoding (CDRE) of the 1 Mbps MPEG-2 

bit stream Foreman. 
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The proposed method clearly performs better than the complete decoding and 

re-encoding method. Also, both the proposed method and CDRE perform better than 

transcoding in DCT domain. In terms of complexity, the average encoding time for each 

frame type is given in Table 7.2 for all the three methods. 

Table 7.2    Comparison of the time (ms)  to transcode  a 1 Mbps input MPEG-2  bit 

stream Foreman to an H.264 bit stream at  the same bit rate with the same GOP 

structure using PM, CDRE and DDT. 
 PM DDT CDRE 

I frame 681  -NA- 781 

P frame 2524 2521 10218 

B frame 3152 3987 19505 

 

The proposed method is very efficient in terms of encoding time. It is close and 

comparable to the DCT domain transcoder. However, CDRE is very computationally 

intensive as the method re-computes motion vectors, mode decisions etc   without 

taking advantage of the data already present in the input MPEG-2 bit stream. 

The subjective quality of the transcoded bit stream can be compared for each 

frame type in Figs.7.3-7.5. It can be noted that perceptually the frames are very close in 

quality.  
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Fig. 7.3 Comparison of the subjective quality of the input I frame (left) and the 

transcoded output I frame (right) for the test sequence Foreman transcoded at 1 Mbps. 

 

            

Fig. 7.4 Comparison of the subjective quality of the input P frame (left) and the 

transcoded output P frame (right) for the test sequence Foreman transcoded at 1 Mbps. 
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Fig. 7.5 Comparison of the subjective quality of the input B frame (left) and the 

transcoded output B frame (right) for the test sequence Foreman transcoded at 1 Mbps. 

 

 

7.2 Conclusions 

This thesis is based on transcoding of an MPEG-2 bit stream to an H.264 bit 

stream. It makes use of both transform domain as well as pixel domain. The proposed 

algorithm provides a very low complexity and fast transcoding technique with fairly 

acceptable reduction in the PSNR. It incorporates the benefit of speed like a DCT 

domain transcoder and good quality like a CDRE pixel domain transcoder. Thus all the 

expectations   of a good transcoder are met. 

 

           7.3 Future research 

The research presented in this thesis is directed at low complexity, speed and 

comparable quality. Now that the above targets have been achieved, the transcoder can 

be optimized for use in specific applications. 
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           For use in wireless environments, the major constraints would be 

adaptive network bandwidth usage, reduced spatial resolution and reduced frame rate. 

The proposed transcoder extracts the transform coefficients and auxiliary information 

and hence can be easily used to incorporate these requirements. 

 Also, a strong error resilient rate control engine can  be developed for the 

transcoder so that the bit rate of the transcoded stream can be varied as desired. Some 

scenarios require bit rate reduction transcoding techniques to accommodate changes in 

network bandwidth or variable bit rate transcoding for applications such as DVD 

recording.            
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