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ABSTRACT 

EVENT RECOGNITION FROM AMBIENT  

ASSISTIVE LIVING TECHNOLOGIES 

Eric William Becker, PhD 

 

The University of Texas at Arlington, 2010 

 

Supervising Professor:  Fillia Makedon 

 As the population ages and technology advances, a need exists for creating ambient 

intelligent systems to be placed within the home environment. Attitudes towards technology have 

been changing, and home monitoring is now considered a less expensive and desirable 

alternative. Ideally, such systems should be small, wireless, and take the minimum of effort and 

cost to install and place within the home.  In order to detect human activity in an assistive 

environment, key questions about the construction and operation of the technology and methods 

needed to detect that activity. To that end, a computational framework has been created inside an 

apartment testbed combining a variety of algorithms, tools, and methods that support an assistive 

living apartment using Wireless Sensor Networks and other devices and sensors.  

  



 

v 

 

TABLE OF CONTENTS 

ACKNOWLEDGEMENTS ................................................................................................................... iii 

ABSTRACT ......................................................................................................................................... iv 

LIST OF ILLUSTRATIONS ................................................................................................................. vii 

LIST OF TABLES ............................................................................................................................... xi 

Chapter Page 

1 INTRODUCTION ................................................................................................................ 1 

1.1 Background ........................................................................................................ 1 

1.2 Motivation ........................................................................................................... 2 

1.3 Problem Definition .............................................................................................. 3 

1.4 Summary ............................................................................................................ 4 

2 PRELIMINARIES ............................................................................................................... 5 

2.1 Introduction ........................................................................................................ 5 

2.2 Cyberphysical..................................................................................................... 5 

2.3 Assistive Living .................................................................................................. 6 

2.4 The Assistive Living Apartment.......................................................................... 6 

2.5 Technology and Devices .................................................................................... 8 

2.6 Types of Events ................................................................................................. 15 

2.7 Summary ............................................................................................................ 19 

3 THE CYBERPHSYICAL FRAMEWORK AND THE ASSISTIVE LIVING APARTMENT .. 20 

3.1 Automatic Placement of Sensors ....................................................................... 20 

3.2 Data Collection ................................................................................................... 38 

3.3 Event Analysis ................................................................................................... 54 

3.4 Cyberphysical Apartment Tools ......................................................................... 58 

3.5 The Smart Drawer .............................................................................................. 69 



 

vi 

 

4 DISCUSSION ..................................................................................................................... 73 

4.1 Network Reliability .............................................................................................. 73 

4.2 Validation of Events ............................................................................................ 79 

4.3 Software Self-Repair .......................................................................................... 90 

4.4 The Role of the Human for Decision Making in a Cyberphysical Framework .... 94 

5 RELATED WORK  ............................................................................................................. 97 

5.1 Introduction ......................................................................................................... 97 

5.2 Hospital Tracking Systems ................................................................................. 97 

5.3 Reminder Systems ............................................................................................. 97 

5.4 Camera Systems ................................................................................................ 98 

5.5 Behavior Detection Systems .............................................................................. 101 

6 SUMMARY AND EXTENSIONS  ....................................................................................... 103 

6.1 Summary ............................................................................................................ 103 

6.2 Extensions .......................................................................................................... 103 

6.3 Future Work ........................................................................................................ 105 

REFERENCES ...................................................................................................................... 106 

BIOGRAPHICAL INFORMATION ......................................................................................... 117 

 

  



 

vii 

 

LIST OF ILLUSTRATIONS 

Figure Page 

2.1 Apartment Phase 1 Two Rooms ................................................................................................ 7 

2.2 Apartment Phase 2 Bed, Hallway, Kitchen ................................................................................. 7 

2.3 Apartment Phase 3 Bed, Bath, Den, Kitchen ............................................................................. 8 

2.4 Apartment Phase 4 New Dinette and Fireplace ......................................................................... 8 

2.5 Phidget interface board with sensors attached. ....................................................................... 11 

2.6 Security pressure pad ............................................................................................................... 12 

2.7 Architecture of a WSN for Assistive Living Environment .......................................................... 15 

2.8 Loss of Signal: Subject Fails to Move After Some Time .......................................................... 16 

2.9 Falling Down ............................................................................................................................. 17 

2.10 Entrapment: Enters an Enclosed Space and Never Leaves .................................................. 17 

2.11 Appliance: Leaves an Appliance On ...................................................................................... 18 

2.12 Sudden Departure: Leaves Areas Unexpectedly .......................................................... 18 

3.1 Finding the floor faces .............................................................................................................. 22 

3.2 Valid points within a face. ......................................................................................................... 23 

3.3 Extending valid points in the z-axis. ......................................................................................... 24 

3.4 An orthogonal camera model. .................................................................................................. 25 

3.5 Two square rooms connected by a doorway. ........................................................................... 30 

3.6 Placement in two square rooms connected by a doorway ....................................................... 31 

3.7 Offset pillar case ....................................................................................................................... 32 

3.8 Placement in the offset pillar case. ........................................................................................... 32 

3.9 Model of the Heracleia apartment. ........................................................................................... 33 

3.10 Placements in the model apartment. ...................................................................................... 33 

 



 

viii 

 

3.11 The Dreamhouse Model ......................................................................................................... 34 

3.12 Placements in the Dreamhouse Model .................................................................................. 34 

3.13 Two Rooms and a doorway .................................................................................................... 35 

3.14 Pillar ........................................................................................................................................ 35 

3.15 Heracleia Apartment. .............................................................................................................. 36 

3.16 Dreamhouse ........................................................................................................................... 36 

3.17 Two rooms with no connecting doorway ................................................................................ 36 

3.18 Coverage of two rooms with no doorway. .............................................................................. 37 

3.19 Two rooms with an offset doorway. ........................................................................................ 38 

3.20 WSN Sink and gateway .......................................................................................................... 39 

3.21 T-Mote invent Sensor Motes .................................................................................................. 40 

3.22 System Test Layout. ............................................................................................................... 41 

3.23 The TARGET applet. .............................................................................................................. 42 

3.24 Room 1 in test case 1A. ......................................................................................................... 44 

3.25 Room 2 in test case 1A. ......................................................................................................... 44 

3.26 Events occur at 30 seconds and 120 seconds in Room 1 ..................................................... 45 

3.27 Event occurs at 60 seconds in Room 2 .................................................................................. 45 

3.28 Event occurs at 90 seconds in Room 3 .................................................................................. 46 

3.29 Child motes placed in the apartment. ..................................................................................... 47 

3.30 Moving through the Heracleia Apartment ............................................................................... 48 

3.31 Applet configured for 20 motes. ............................................................................................. 48 

3.32 Mote 1001 reacts to a passerby. ............................................................................................ 49 

3.33 Mote 1007 does not respond .................................................................................................. 50 

3.34 Second configuration of apartment ........................................................................................ 51 

3.35 Applet for second apartment .................................................................................................. 51 

3.36 Sensors responding in three rooms ....................................................................................... 52 

3.37 Sensors respond to motion down the corridor ........................................................................ 53 

 



 

ix 

 

3.38 SunSPOT motes ..................................................................................................................... 55 

3.39 The Raw Data Tool ................................................................................................................. 59 

3.40 The Event Tool ....................................................................................................................... 60 

3.41 The Event Mapper Tool .......................................................................................................... 61 

3.42 The Fall Detection Tool .......................................................................................................... 63 

3.43 The Modal Event Tool ............................................................................................................ 64 

3.44 Apartment layout showing the sensor placement................................................................... 67 

3.45 Placement of verification camera ........................................................................................... 68 

3.46 Human Activity Tool ................................................................................................................ 69 

3.47 A Smart Drawer setup ............................................................................................................ 71 

4.1 Sequential Nodes ..................................................................................................................... 75 

4.2 Nodes connected in parallel ..................................................................................................... 76 

4.3  Combination of parallel and sequential components .............................................................. 77 

4.4 Tree with no redundancy .......................................................................................................... 77 

4.5 Stepped redundant case .......................................................................................................... 78 

4.6 Fully redundant case ................................................................................................................ 78 

4.7 Reliability Function of Tree Structures ..................................................................................... 79 

4.8 Path Event on SunSPOT .......................................................................................................... 80 

4.9 Adding Cover for Sunspot ........................................................................................................ 81 

4.10 New Path Event with Cover .................................................................................................... 81 

4.11 Drawer Event .......................................................................................................................... 82 

4.12 Horizontal Hinge Event ........................................................................................................... 83 

4.13 Vertical Hinge Event ............................................................................................................... 84 

4.14 Bed Event for first participant ................................................................................................. 85 

4.15 Bed event with second participant .......................................................................................... 85 

4.16 Chair Event with first participant ............................................................................................. 86 

4.17 Chair event with second participant ....................................................................................... 87 

  



 

x 

 

4.18 Bump Event with first participant ............................................................................................ 88 

4.19 Bump event with second participant. ...................................................................................... 88 

4.20 Fall Event ................................................................................................................................ 89 

4.21 Possible Self Repair Framework for a WSN .......................................................................... 94 

  



 

xi 

 

LIST OF TABLES 

Table Page 

Example of a converted OBJ File ................................................................................................... 29 

Test cases for Three Room Puzzle ................................................................................................ 43 

Episodic Event Parameters ............................................................................................................ 56 

Fall Thresholds ............................................................................................................................... 62 

Episodic Event Codes .................................................................................................................... 65 

 



 

1 

 

CHAPTER 1 

INTRODUCTION 

This chapter discusses the need of a computational framework of tools and methods for 

human activity monitoring and event recognition.  The motivations for creating the tools and the 

experiments are given below. 

1.1 Background 

The germ of the idea behind this work began with the development of an Assistive Living 

Environment fitted with a Wireless Sensor Network.  Combining the two components together 

would result in a test bed for running various different kinds of experiments to fit the needs of 

various researchers to produce results for study while maintaining a non-invasive environment. 

1.1.1 Assistive Living 

An assistive environment is a living or working space fitted with technology to aid a 

human in completing some job or task. In the case of assistive living, the technology is deployed 

to increase the quality of life of a human living within the environment. Sensors can sample the 

information, and automatic and robotic systems can then act upon the information to aid the 

human subject.   

1.1.2 Wireless Sensor Networks 

Today’s assistive environments place pervasive technologies in the patient’s living area 

in order to provide therapeutic or assistive type of human monitoring [1]. One type of pervasive 

technology commonly used is using wireless sensor motes, which can be deployed in an indoor 

environment.  

Wireless Sensor Networks (WSNs) [2][3] are emerging as one of the key human 

monitoring technologies in assistive environment applications. WSNs integrate the capabilities of 

small nodes into a large distributed network performing the tasks of not only in monitoring 

surveillance applications, but also in assistive environment.  
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WSNs are able to integrate sensing, processing, and wireless communication in 

distributed systems. Through advanced mesh networking protocols, tiny sensor nodes form a 

new community of connectivity that extends the reach of cyberspace out into the physical world. 

Placement, coverage, and low sensor power are some of the issues in implementing a WSN in 

physical environments designed to assist a human in need (assistive environments).  

WSNs have been applied in numerous real-world applications, such as surveillance, 

healthcare, inventory tracking, industry automation, military uses and security. Each node in a 

WSN has limited capabilities, but when connected as an ad hoc distributed system, it is capable 

of cooperative processing and communication.  

1.2 Motivation  

The stimulus behind this research originates from two aspects current in the world today. 

First, the aging of the population as time has moved on. Secondly, technology is continuously 

changing and upgrading. The older proportion of the population may be growing larger, but 

technology has a trend of becoming smaller.  

1.2.1 Aging of the Population 

As the population is aging, more and more people require additional health care, either at 

home, in the work place or in a nursing facility.  Now, a need exists for health monitoring outside 

of hospital conditions.  These new conditions make this technology of interest for developing 

health care monitoring systems that can be deployed in many different environments, including 

the home. Other systems in development employ a wide range of different sensors, including 

cameras, and recording the information for  processing.  These systems all involve using an 

apartment environment seeded with sensors for detecting human behavior and activities. While 

these systems are embedded in assistive environments, they do not have a comprehensive 

approach to describe events, or handle a general and rapid deployment into different 

configurations using wireless technology. In this paper, we are presenting our ongoing project of 

deploying sensors into an assistive environment. We currently are using SunSPOT sensor motes, 

where each one has been programmed for a specific role based on rules describing events. In 

addition, we are developing a voice recognition system for reaction to human input in the same 
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environment. Our system can be rapidly deployed without requiring additional wiring or unwanted 

intrusion into the human patient’s life 

1.2.2 Advancement of Technology 

With recent advances in Micro-Electro Mechanical Systems (MEMS) technology, 

wireless communications and integrated circuit fabrication, Wireless Sensor Networks (WSNs) 

[2], [4] are an emerging new type of ad-hoc networks. WSNs integrate sensing, processing and 

wireless communication in distributed systems being used in different fields. Through advanced 

mesh networking protocols, tiny sensor nodes form a new community of connectivity that extends 

the reach of cyberspace out into the physical world.  

1.3 Problem Definition 

With all the different needs that exist within assistive environments, several problems 

arise that a computational framework would provide the solutions. 

1.3.1 Apartment Testbed 

First, a testbed of sensors and devices would be put into the model of an apartment, 

which will be covered in section 2.4.  Furniture, walls, and appliances are placed to simulate a 

living space for experimentation and study. Into this testbed, various sensors need to be placed 

for event detection for monitoring human activity. 

1.3.2 Deployment of Sensors and Devices 

Sensors and other devices have to be able to both be placed within the assistive 

environment as well as being worn on the subject's person. In addition, these sensors not only 

have to be able to sense the environment, but also be able to communicate their results quickly in 

order to maintain 

1.3.3 Data Source for Other Projects 

In order to generate information about human activity, machine learning techniques 

require a data source for input to their routines. Models, dictionaries, grammars and other 

approaches all require input to function, both for their learning cases as well as for producing 

experimental results that can detect human activity.   
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1.4 Summary 

Technology is advancing, allowing more complex and smaller devices to be built for 

monitoring human activity. This activity could be in the workplace, at home, or on the road, but 

mainly to observe what a person is doing and to render assistance in a task.  New technology 

such as wireless sensor networks, can be quickly deployed into an environment to detect events, 

which in turn can be inputs to various algorithms.  One area of interest is to generate tools for use 

with looking towards assisting the elderly and improving their quality of life. To that end, an 

apartment testbed is the has been filled with sensors and devices for generating data as input 

sources for multiple projects. 
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CHAPTER 2 

PRELIMINARIES 

2.1 Introduction 

Before going into details of the tools and methods of the computational framework, some 

preliminary setup and definitions need to be stated. Thousands of sensors and devices exist, and 

many different types of events exist. In addition, what is the layout of the testbed and how are all 

these different devices connected. 

2.2 Cyberphysical 

Cyberphysical means the combination of the real world and the digital world. In other 

words, a cyberphysical system can detect changes in the environment it inhabits and to input the 

resulting information to use via a computer. To do this, cyberphysical systems contain many 

types of different components working together in order to determine the condition of the 

environment and the presence of any entities working in that environment.  

The interaction between physical and digital is common enough in the modern world. 

Factory floors, car assembly plants, and other industrial systems are full of robots performing 

repetitive tasks.  Kiosks at airports, ATM machines at banks, and other small systems that 

interact with the user and the environment to dispense information and currency also interact with 

the environment. Even the scanner at the grocery store that reads the barcode and inputs the 

identity of the item is a cyberphysical system. 

In the Polymnia cross-media platform, cameras are placed within an amusement park to 

track the progress of a person through the park and the rides.[5] The goal is to be able to create a 

day journal for the park visitor to take home, but the system was adapting to the human presence 

automatically without the presence of a human photographer by employing a grammar-based 

reference tool to link the various camera angles and viewing positions. [6] 
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A more practical application of a cyberphysical system to the human presence is an 

Assistive  Cyberphysical System. In these cases, a pervasive environment can be deployed to 

record human activity and provide a feedback loop to improve the method for event detection. [7] 

2.3 Assistive Living 

An assistive environment is a living or working space fitted with technology to aid a 

human in completing some job or task. In the case of assistive living, the technology is deployed 

to increase the quality of life of a human living within the environment. Sensors can sample the 

information, and automatic and robotic systems can then act upon the information to aid the 

human subject.  At home or at work, pervasive technologies can be employed not only to assist 

on the job, but to observe the needs of the human and to try and predict what the person will 

need.  For example, at work on a factory floor or workshop, the exhaustion level of the individual 

is an important factor. Should mistakes be detected or a variance from a normal situation be 

spotted, it could simply mean the worker needs to take a break. In other cases, the person could 

be elderly, and in need of a reminder to undergo therapy or to take their medication. Any 

environment where the computer helps improve the quality of living is an assistive living 

environment. 

2.4  The Assistive Living Apartment 

The setup of the test bed has changed over time as new technology, furniture, and 

infrastructure has been acquired.  The illustrations bellow show the development of the apartment 

over time as new equipment and furniture have been added. 

Phase 1 in Figure 2.1 consisted of two rooms, a student’s bedroom with bed and desk, 

and a den area. Phase 2 in Figure 2.2 added a kitchen space with refrigerator and  dining area. 

Phase 3 in Figure 2.3 added a bathroom area and a television watching area. In the final version 

Figure 2.4, additional furniture and an electric fire place were added. The apartment continues 

changing as more experiments and fixtures are added. 
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Figure 2.1 Apartment Phase 1 Two Rooms 

 

 

Figure 2.2 Apartment Phase 2 Bed, Hallway, Kitchen 
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Figure 2.3  Apartment Phase 3 Bed, Bath, Den, Kitchen 

 

 

Figure 2.4 Apartment Phase 4 New Dinette and Fireplace 

 

2.5 Technology and Devices 

The first stage of development of building a system to recognize human activity within a 

living space involves getting the technology to function correctly. In order to establish how things 

work, we first have to take a look at the technology involved in order to proceed with the 
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hierarchal construction of larger systems. This means understanding the sensors involved, the 

devices that control various sensors, and the architecture of how to combine the various pieces 

into a working system. 

2.5.1 Sensors 

To gather information from the environment and into the digital world of computers, the 

lowest level device is a sensor. A sensor, from the American Dictionary [8] is a mechanical 

device sensitive to light, temperature, radiation level, or the like, that transmits a signal to a 

measuring or control instrument. At its most basic form, a has the ability to take a reading from 

the environment. Next, an interface, such as a timer or a A/D convertor, handles the powers and 

the digitization of the readings. The input for a sensor comes from the environment, and its output 

is a raw data stream, usually voltages or timing information.. The basic sensor is not a computer 

by itself.  Devices can be as simple as a switch, or as complicated as a Microelectromechanical 

system (MEMs) device. But for these experiments and systems a variety of sensors are 

incorporated into the various devices that make up the components of a cyberphysical assistive 

living framework. 

2.5.1.1 Accelerometers  

Accelerometers are sensors that output a reading based upon the amount of 

acceleration, shock, or vibration. MEMs accelerometers tend to operate on the change in 

electrical characteristics within a microchip as vibrations impact the sensor. For example, in some 

MEMs accelerometers, the circuit is built with a moveable plate in a capacitor bridge. As the 

accelerometer moves, the plate subtly changes its position and the capacitance changes 

accordingly.  [9] 

2.5.2 Infrared Range Finder 

An infrared range finder consists of an emitter and a receiver that returns a voltage 

based on the amount of energy received. When not reflected, the range finder generates a low 

voltage, but when the sensor is blocked by a person or a thing, the infrared light is reflected by 

the closer object. As a result, the voltage increases and a signal can be triggered. The behavior 
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of the range finder in this case is that of a proximity sensor, detecting objects that reflect back the 

energy to the unit. [10]. 

2.5.2.1 Passive Infrared Detector (Motion Detector) 

Passive Infrared Detectors (PIR) work by having a charge surface covered with a special 

laminate that reacts to heat. When exposed to infrared radiation, the surface, which can be part of 

a capacitor in a circuit, will no longer be able to hold a charge.[9] This loss of electrical charge 

causes a change in the voltage on the circuit and therefore can determine if a warm body, such 

as a human, is nearby. 

2.5.2.2 Photocell 

Photocells and photosensors refer to a wide range of devices from photodiodes to 

phototransistors. One type of photocell is a passive photovoltaic cell, a sensor that converts the 

incoming light into a voltage that can be read and translated into a computer. This sort of sensor 

is useful for detecting the change in light in an area, whether a lamp has been switched off or if 

an obstacle, such as a human, has crossed its path.[11] 

2.5.2.3 Temperature Sensors 

Temperature sensors come in various types, from thermocouples to thermistors. In 

thermocouples, a connection is made between two metals that have different properties. As the 

temperature increases, so does the physical condition of the bimetallic sensor resulting in a 

measurable change in voltage. A second method is the use of thermisters, which are an on-chip 

sensor that can be controlled digitally.[9]  Generally, as the temperature changes, the resistance 

within a circuit on chip also changes, and the resulting change in either voltage or current can be 

measured.[10] A final type of sensor is the band-gap temperature sensor that is sampled 16 times 

before and then averaged to reduce noise. [12]  

2.5.3 Devices 

Sensors by themselves cannot produce the necessary data, rather they are combined 

with other components to create devices for the recording and exchange of data. To do this, 

various sensors can be connected to or are a part of different systems. The Phidget is a sensor 

kit system that provides a USB interface. The RFID reader is a complicated device that can read 
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identity numbers off of tags. The bed pressure pad is actually a grid of 32x32 force sensors 

connected to an interface. These complex systems are devices. 

2.5.3.1 Phidget Interface Board 

One useful device is the Phidget interface board, in Figure 2.5, which has the capacity to 

run up to 8 analog sensors, as well as 8 digital inputs and outputs.  The interface board creates a 

simple means for interfacing sensors with any computer that can support the driver and a USB 

port. This array of channels allows the interface to report on any sensor that has an effective 

range between 0 and 5 volts.  [13] 

 

Figure 2.5 Phidget interface board with sensors attached. 

 

2.5.3.2 Radio Frequency Identification Reader and Tags 

RFID is radio frequency identification, the way of placing a physical tag on an object, and 

being able to store an identity number than can be read without using a line of sight. [14] RFID is 

an enabling technology that improves efficiency, prevents errors, saves costs and increases 

security.  In addition, RFID technology is now used in smart packaging that allows the creation of 

a tool that records when patients take medication, and how much they take. Such a smart tool 

can also provide prompts to help them comply with the doctor’s instructions. 

2.5.3.3 Pressure Mats 

One method of detecting the passage of a person in the assistive environment is adding 

a pressure pad to key locations within the living space. These pads, seen in Figure 2.6, respond 

to the weight placed upon their surface and perform a contact closure to complete the 

circuit.[15][16] 
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Figure 2.6 Security pressure pad 

 

2.5.3.4 FSA Bed Pressure Pad 

A further piece of technology incorporated into the apartment setting is a high-resolution 

pressure pad [17] place under the mattress pad on the bed. This device would record the position 

of the human body on a rectangle of 32x32 sensors the size of a twin bed and this can generate 

an image using an off-the-shelf application. For the experiments, the bed pressure reading was 

taken as well for future analysis. 

2.5.4 Motes 

A mote, or sensor node is a miniaturized embedded platform that was first described 

during the Smartdust project in 2001. [18] A mote consists of not only the sensors, but an 

onboard computer, a power source, a interface board for the sensors, and a radio transceiver to 

broadcast the results. 

2.5.4.1 T-Mote Invent Wireless Motes 

The T-Mote Invent sensor nodes consisted of a small operating board of the Telos design 

from Berkley with the addition of its own packaging to include a photocell and two 

accelerometers. This system was configured using the TinyOs and TinyC operating platform that 

could be connected to a gateway that could translate from the WSN to ethernet. Small, compact, 

and operating on the Telos motherboard, these motes had custom cases that included a lens to 

protect the photocell. [19] 
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2.5.4.2 SunSPOT Wireless Mote 

The SunSPOT sensors consist of a small computerized board operating with a 2.4 GHz 

radio center, as can be seen in Figure 3. Each of these motes has a sensor daughter board with 

a set of different sensors. Each SunSPOT can recognize the voltage of the battery, the luminance 

of a photocell, the current air temperature from a Thermistor, and the force affecting each spot in 

the form of the acceleration measured along the X,Y, and  Z axis.[20] 

2.5.5 Architecture 

The physical setup of an assistive living environment framework consist s of the sensor 

nodes, additional devices, and of course, the environment itself.  The majority of the sensors are 

deployed on a Wireless Sensor Network (WSN)  for ease of deployment in  living environment. 

Additional devices are available to supplement the WSN, either medical devices or other sensors.  

2.5.5.1 Wireless Sensor Networks Architecture 

A Wireless Sensor Network (WSN) is composed of many components working together 

in order to gather information and then to relay the result to where it can be used.  Wireless 

Sensor Networks can combine into various types of configurations in order to detect changes in 

the assistive environment. In casual conversations, a unit deployed in the mesh will be referred to 

as a sensor, when actuality, the device involved is much more. The various components in a 

WSN include the sensor motes, base stations and gateways, and then external entities including 

servers, databases, and even web applications. The general setup of this framework can be seen 

in Figure 2.7. 

A sensor node or mote computer: Give a set of sensors power to run, computational 

power, a transmitter to report their results, and an operating system to run on,  and we will find a 

device called a sensor node or mote computer.  These devices are referred to as nodes, motes, 

or even as sensors.  These synonyms can be very confusing, and for the rest of this discussion 

these devices will be referred to as nodes. 

A base station or sink is a node in the WSN that is the receiver of the data from the 

various nodes. Through either direct broadcast or from a multi-hop link, the base station will 
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receive the sensor readings and forward them on to another device. These devices could be the 

host machine or a gateway.  

A gateway is any device that can make messages cross media boundaries.  In order to 

access the WSN, we must first gain access to a system capable of moving the data from one 

hardware specification to another. For example, a Bluetooth sensor device is connected to a 

desktop PC. The Desktop PC is then connected to a server via a network run on Ethernet cable. 

The desktop PC acts as the gateway for the messages. Additionally, many systems have a 

special embedded computing device whose sole function is to relay information between the 

mediums, or through a secondary mesh at the gate way level. [21]  For example, we cannot hack 

into a WSN via the internet from another city, without some device that can translate our 

commands and broadcast them to the WSN. 

Servers and Databases:  After going through the WSN, the BaseStation, the Gateways, 

and various host machines, the data and messages have to be put somewhere.  If the data is to 

go to the internet, then a server would be set up to relay the information to a web host. 

Alternatively, the server could have a database running on the backend, saving the messages for 

later study. 

A host machine is usually a computer that has been set up with special software and 

drivers to be able to program individual nodes in a WSN setup. This machine usually also can 

host a node to behave as a transceiver for communicating with the network. [22] 
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Figure 2.7 Architecture of a WSN for Assistive Living Environment 

 

2.6 Types of Events 

Everyone has their own definition of an event, which can be very confusing. Events occur 

at different spatial-temporal granularities and in different domains. At its basic form an event is 

some reaction that occurs at some given time, whether it be the click of the mouse or someone 

falling in an assistive environment.  With so many different types of events, it is useful to define 

two specific types of events for the purposes of discussion: episodic events and events of 

interest. 

2.6.1 Episodic Events 

When sensors nodes are placed in an assistive environment, the onboard sensors  will 

start continuously sampling from the environment when they are in data collection mode.  Given 

that the sampling rate being used is around 66 Hz, that means in one minute, 3960 samples are 

taken. If we assume five sensors are active on the mote at that time, each mote then has 

sampled 19800 times. Now, extending the sensor to a mesh of twenty motes, that brings the 
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amount of data sampled up to 396,000 samples taken in one minute. To send this much 

information back to the base station on a single channel is unreasonable. A bottleneck will always 

occur when the bandwidth is swamped with so much data on such a network. Instead, the 

messages are going to be broadcast when an episodic event  occurs.[23][24] 

An episodic event occurs when the conditions in the environment meet a preset set of 

parameters programmed into each sensor node. Only at these times will the mote broadcast the 

sensor input back to the base station,  keeping the bandwidth usage of the WSN low.  As we will 

discuss in section 2.4, different interactions between the human and the sensor nodes placed 

within the apartment will generate a different type of episodic event.  These episodic events can 

then be used as a source for further analysis. And episodic event is a low-level event that occurs 

on a sensor node.  Raw data is to be processed on the mote itself, and the resulting event is then 

broadcast over the WSN. For more details, see section 3.3. 

2.6.2 Events of Interest 

One concept to be defined are the events of interest.  Possibly thousands of 

combinations of episodic events exist within any assistive living environment, and their 

combination and sequencing can lead to the detection of many types of human activity. Certain 

sequences of events have some risk associated with them, and become events of interest as 

seen in Figure 2.8 through Figure 2.12. 

 

Figure 2.8 Loss of Signal: Subject Fails to Move After Some Time 

 

Loss of Signal-The subject in the assistive living environment suddenly stops being 

detected in the apartment.(Figure 2.8)  For some reason, the various sensors, both pervasive and 
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worn, are no longer able to track the individual. Given these conditions, a risk exists that the 

person has stopped moving for an unknown reason, or could be in danger. 

 

Figure 2.9 Falling Down 

 

Fall Detection- Various types of sensors can be used to detect an impact within an 

assistive living apartment.(Figure 2.9) Projects have used microphones in the past [25] or can be 

done using a worn sensor [23][27].  Any time a person in need of assistive care suffers an 

unexpected fall would be an event of interest. 

 

Figure 2.10 Entrapment: Enters an Enclosed Space and Never Leaves 

 

Entrapment- One event of interest describes the case of an individual entering a 

bathroom or closet or other confined space and not leaving. (Figure 2.10) They could be mobile, 

not having a fall, or other event of interest. They instead spend a longer than expected period of 

time closeted in a small space.  Spending several hours within a bathroom or a closet would be 

an event of interest. 
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Figure 2.11 Appliance: Leaves an Appliance On 

 

Appliance-One worry is the case of a human turning on a cooking stove, an oven, or 

even leaving a television on, and then wandering off to take a nap either in the bedroom or on a 

sofa or on a chair.(Figure 2.11) Some device has been switched on and then the user no longer 

is in motion, or has even been detected getting into bed.  This set of conditions would be alarming 

to a human, and if detected, intervention should be necessary. 

 

Figure 2.12 Sudden Departure: Leaves Areas Unexpectedly 

 

Sudden Departure-One worrying case for assistive living is when the subject is suffering 

from Alzheimer's disease.(Figure 2.12) A recurring case is the flight of the patient. Usually at 

night, perhaps when the subject is confused and in pain, they will simply flee, trying to escape 

their own reality on foot.  So, an event of interest would include the sudden departure from the 

apartment, perhaps even tying into a daily planner system to see if the exit was expected. 
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2.7 Summary 

 Before going forward with the investigation and construction of an apartment testbed, it 

was first necessary to look at what kinds of sensors, devices, and sensor nodes that are available 

for use. Different components have been defined that, when assembled, will become the testbed 

environment for observing human activity.  The main backbone of the system is a Wireless 

Sensor Network, which can be configured with architecture to deploy sensor nodes quickly. In 

addition, key events, episodic events and events of interest, have been defined. The next stage 

then is to start investigating the pieces of the apartment, both physical and digital,  to develop the 

testbed. 
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CHAPTER 3 

THE CYBERPHSYICAL FRAMEWORK AND THE ASSISTIVE LIVING APARTMENT 

 As discussed in Chapter 1, a simulated apartment was used as the focal point of 

this research. The configuration of this apartment has changed over time with the acquisition of 

technology and furniture, with different problems being raised and solutions found. To that end, 

several sets of experiments are detailed below. These include the automatic placement of 

sensors within the apartment, a study of WSN architecture and sensor nodes, and the 

development of episodic events for the detection of human activity, both with sensors placed in 

the environment or worn by a test subject.  

3.1 Automatic Placement of Sensors 

In this section is a description of a method for automatic sensor placement. The assistive 

living environment can be modeled as a 3 dimensional space, and it is possible to create a 

method to automatically place models of the sensors within that volume. This method first 

requires the construction of a volume of inter to represent the target space. A sensor model is 

then defined in general terms using geometric constraints. Next, a voting scheme is used to 

accumulate evidence to find the best sensor poses to observe the volume of interest. Based on 

this evidence, a greedy heuristic selects a set of sensors to find the coverage of the target space. 

All these pieces have been implemented, which was used on both synthetic and real world cases. 

One of these real-world cases was the Heracleia Assistive Living Apartment. 

3.1.1 Volume of Interest 

The volume of interest describes the portion of the three dimensional model of the 

assistive environment where sensor coverage is desired. Usually, this includes the volume in 

which a human being would be walking or resting. First, some assumptions must be made about 

the target space to be observed. Human beings are usually less than six feet high and tend to 
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walk on the top surface of structures such as the ground floor.  Therefore, the volume of interest 

is constructed from any polygons that have a near-vertical normal vector. 

A near-vertical normal is a normal vector within ε degrees of the vertical axis, where ε is 

a constant that represents an upper bound for the amount of slope a structure may have in order 

to support a human subject. Assuming the 3D environment is composed of a triangular mesh, 

each triangle can be considered to be one face in the model. The result is that the model has set 

of faces F and vertices V, where each face f in F is defined by 3 vertices (V1, V2, V3). The normal 

vector n of each face f can be determined from these three points.  

With the normal known, we verify if the angle between the vertical component (z-axis) 

and the normal vector is within ε degrees. The vertical magnitude is compared with the horizontal 

magnitude to determine the angle between the normal vector and the tangent. Once this angle  

is found, if the normal vector n is within +/- 4.5 degrees of a 90 degree angle, then the surface is 

defined to be horizontal and a human could walk on the surface. This property makes that 

particular face to be used to generate part of the volume of interest. If a normal is pointing along 

the z axis, then the corresponding face can be considered to be horizontal and, consequently, 

this face is in the support structure (i e , floor) of the model  This can be seen in Figure 3.1, where 

the magnitude of the vertical component of the normal vector is compared to the magnitude of the 

horizontal component to determine the angle of the plane. 

, ,  

tan  
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Figure 3.1 Finding the floor faces 

 

Now the horizontal faces have been identified, a discrete grid is built within the limits of 

these boundary points that make up the triangular face.  Next, each point on the grid must be 

verified to be within the triangle of a floor face In Figure 3.2, points in blue are within the triangular 

face and points in red are outside the face.  

Let A, B, and C be the vertexes of the triangle. 

Let P be the point to be investigated. 

, ,  

,  

 

If d is greater or equal to zero, then the point lies between the two vectors. And if, in turn, 

the point lies between the two vectors of each of the three corners of the triangle, then the point 

can be said to be within the boundary of the triangle. 
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Figure 3.2 Valid points within a face. 

 

Now the points that lie within the face are identified, the volume of interest can be 

generated.  The volume of interest extends these support polygons to a prism that is six feet in 

height above a floor face as can be seen in Figure 3.3.  This is the target space to be surveyed 

for human activity. Once all floor faces have been identified, then the points in these faces with 

minimum and maximum coordinates of the x-axis and y axis can be determined  
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Figure 3.3 Extending valid points in the z-axis. 

 

3.1.2 The Sensor Model 

The sensor model is represented by the three-dimensional solid to represent the space 

perceptible to the given sensor. For example, an orthogonal camera model can be represented 

as an orthogonal box. In the following experiments, the sensor is treated as an orthogonal 

camera with dimensions of 4m by 1. 5m by 1.5m for the length, width, and height of its bounding 

box. The volume that the model camera would be able to see is defined by this set of ranges. 

Many other camera models could be created with this geometric method. A projective camera is 

modeled as a frustum solid.  A stereo pair of cameras may be represented by a pair of frustum 

solids. An omni-directional microphone or a radio transmission could be modeled as a sphere.  

Each sensor model has a fixed pose (location and orientation) from where it can perceive the 

assistive environment. The location corresponds to the position of where the sensor would be 

mounted. This center could be the center of projection for a camera for example. The sensor’s 

location can be constrained to be at one of the points in the set generated for the volume of 
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interest. The orientation is represented as the rotation that aligns the local coordinated system of 

the sensor with the global coordinated system of the environment. The location and orientation of 

a sensor compose its pose and fully specify its geometric configuration in the 3D space. The 

sensor’s pose is the parametric space used to select a set of sensors and their corresponding 

poses in the environment to cover the volume of interest. In Figure 3.4, the camera is modeled as 

a box with an anchor point marked in blue 

 

Figure 3.4 An orthogonal camera model. 

 

3.1.3 Voting Scheme 

The goal was to find out how many sensor models are needed to cover the maximum 

amount of space within the volume of interest  To do this, a voting scheme had to be created that 

would assign a voxel in the volume of interest to each one of the sensor models generated for the 

experiment. Each sensor model was placed upon a point in the volume of interest, and rotated on 

all three axes, and then at each of these possible positions and orientations (six degrees of 

freedom), each voxel in the volume of interest is checked if it is perceptible (e. g. visible, audible) 
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by the sensor model. If the voxel can be perceived, then that instance of the sensor model 

receives one vote for covering the volume at this particular location and orientation. In order for a 

voxel to be perceptible by the sensor model, however, it is necessary that the voxel fulfills certain 

requirements. The voxel had to be within the viewing range of the camera If the voxel is further 

away than the 4m limit, then it will be ignored and will not be counted.  

An additional constraint that can be applied to sensors is if a voxel is blocked or 

occluded. Cameras cannot see through walls, and radios cannot transmit through metal. Using 

the camera approach, no other face can lie between the segment defined by the camera’s center 

of projection and the voxel being tested. With these endpoints known, it is possible to find the 

point where the ray intersects each face’s plane.  

That intersection point can then be determined to be inside the face defined by the three 

corresponding vertices   If such a point is on the face’s plane, and lies within the face, then the 

view of the camera model is blocked. If a camera position is at a point p and the current voxel of 

interest is v, any face in the model had to be checked to see if it lies on the ray from p to v. Next, 

the routine finds the plane for each face in the model and intersects the ray pv with each plane. If 

the intersection point lies on the surface of the plane and is inside the boundary of the face, then 

the line of sight is blocked and no vote is given for the election of that camera for that voxel of 

interest. 

A plane p can be defined using three points, V1,V2, and V3. 

Two vectors can be defined as  

,  

And the normal n is the cross product of these two vectors 

 

From this, the coefficients for the plane can be defined as 

. , . , .  

1 . . .  

And the general formula for the plane is: 

0  
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Next the line-of-sight for the sensor between the mounting location p1 and the target 

voxel p2 can be defined as  

 

Now, the point on the surface of the plane where the line intersects can be calculated. 

First, a line w must be taken between a point on the line u and one of the vertexes V1, of the face,  

 

Next, the distance along the line u what is proportional to the line w by solving for 

magnitude s with respect to the normal of the plane to find point pj. 

·
·  

 

Now, the plane has been found to intersect the line at point pj. The question is does this 

plane now lie between the two voxels of interest in the geometry. It is quite possible to project the 

line onto a plane that is on either side of the line segment. To solve this problem, the distance of 

the point on the plain is compared to the distance to each of the end points. 

| |  

Once these conditions above are met, the voxels within the volume of interest can be 

translated and rotated to be on the same axis as a canonical sensor model. Once a voxel is in the 

local coordinated system of the sensor, the orthogonal box that defines the sensor model can be 

used to check if the voxel lies within the sensor model. In the positive case, that sensor model’s 

pose receives one vote for being able to perceive that voxel. Once the number of votes for each 

possible sensor model position is found considering all voxels in the volume of interest, then find 

the minimum number of sensor models to cover the entire volume of interest. This problem is 

solved with a greedy heuristic that sorts the sensors by the most number of perceptible voxels. 

The sensor with the most number of voxels is included in the final set of sensor positions. After 

sorting, the volume is updated by removing the voxels already perceived by each sensor model in 

the final set of sensors, and then again resort the list for the most number of perceptible points 
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until the volume is covered. The coverage for the voting scheme is also constrained by setting an 

upper limit less than one hundred percent. 

3.1.4 Implementation 

The main implementation of this voting scheme was done using C++ and a series of 

objects to represent the geographic components: vertices, voxels, planes, lines, sensor models. 

The input to the system, however, came from either user defined cases built either from test 

cases or from real life cases. To that end, two software packages were used to create and 

translate the various environment models to be used as input. 

Google Sketchup is a free, downloadable tool that is quick and useful for generating 

basic 3D models. The interface includes a properties box that allows the user to quickly specify 

the dimensions of each polygon or solid added to the model in the 3D World.[29] The product, 

however, has a very low capability to generate models that are compatible with other systems or 

provide data in an easy to read format.  [29][30] 

The Sketchup files, however, can be exported and extracted to generate a Collada style 

model file. This Collada model in turn can be loaded using the Blender graphical suite, which 

includes an output file convertor and resizing tools. Combining these programs and formats 

together, Blender can convert a Google Sketchup model into a Wavefront text file. The Wavefront 

text file converts all the generated 3D components into a sets of triangular faces and vertices 

suitable for the voting scheme. As can be seen in Table 3.1 Example of a converted OBJ File, the 

resulting data file marks out each vertex with a row starting with 'v', and each face in the file is a 

combination of these vertexes starting with the letter 'f'. 
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Table 3.1 Example of a converted OBJ File 

# Blender4D v247 OBJ File: partition.blend
# www.blender3d.org 
v 0.000000 120.000000 0.000000 
v 0.000000 0.000000 0.000000 
v 0.000000 120.000000 120.000000 
v 120.000000 120.000000 0.000000 
v 240.000000 120.000000 0.000000 
v 240.000000 0.000000 0.000000 
v 240.000000 0.000000 120.000000 
v 120.000000 0.000000 0.000000 
v 0.000000 0.000000 120.000000 
v 120.000000 0.000000 120.000000 
v 120.000000 120.000000 120.000000 
v 240.000000 120.000000 120.000000 
v 19.999201 9.999600 0.000000 
v 9.999600 0.000000 0.000000 
v 9.999600 9.999600 0.000000 
v 19.999201 0.000000 0.000000 
v 19.999201 0.000000 9.999600 
v 19.999201 9.999600 9.999600 
v 9.999600 9.999600 9.999600 
v 9.999600 0.000000 9.999600 
v 0.000000 0.000000 0.000000 
v 0.000000 0.000000 9.999600 
v 0.000000 9.999600 9.999600 
v 0.000000 9.999600 0.000000 
usemtl FrontColorNoCullingID 
s off 
f 15 13 14 
f 14 13 16 
f 16 13 17 
f 17 13 18 
f 18 13 19 
f 19 13 15 
f 19 20 15 
f 14 15 20 
f 14 20 21 
f 22 21 20 
f 22 23 21 
f 24 21 23 
f 24 23 15 
f 19 15 23 
f 24 15 21 
f 14 21 15 
f 20 14 17 
f 16 17 14 
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3.1.5 Experiments 

In order to validate the voting scheme method for placing the sensors, the method was 

first tired on small models of a single room or a single shape. Then, as the system progressed, 

more complicated combinations including openings and obstacles were added. Finally, the voting 

scheme was tried on two real world cases, an assistive living apartment and a house. 

3.1.5.1  Experiments with Synthetic Cases 

To begin with, the voting scheme was first applied to a set of synthetic test cases to see 

how they would respond to the program.  More specifically, the synthetic cases are rooms with a 

triangular, squared, and circular shape. The approach finds the best possible places to put 

sensors within a volume of interest and, as such, each different shape of a synthetic room 

corresponds to a different volume to test the placement technique. Depending on the shape of 

the room and on the openings in the walls, the sensors will be placed to cover the most number 

of points in the volume of interest. 

 

Figure 3.5 Two square rooms connected by a doorway. 
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Figure 3.6 Placement in two square rooms connected by a doorway 

 

In the two rooms connected by a doorway case, shown in Figure 3.5 and Figure 3.6, the 

sensors have been automatically assigned to the corners of the rooms. However, instead of being 

placed in the lower opposite corners symmetrically, one sensor has switched sides in one of the 

rooms. This way, the line-of-sight of this sensor can look through the doorway and take votes 

from voxels on the other side of the inner wall. 

This approach also tackles situations where obstacles are placed in a room, as shown in  

Figure 3.7 and Figure 3.8, which shows a round floor where a rectangular pillar was put 

offset on the surface. The method successfully positions the cameras to look around the obstacle. 

In this case, a rectangular pillar was placed upon a flat circular surface. The voting scheme 

automatically finds how sensors could be placed in the environment to see as many points in the 

volume of interest as possible. As a result, the sensor placement forms a partial circle around the 

obstacle in order to see all the voxels blocked by the pillar. 
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Figure 3.7 Offset pillar case 

 

 

Figure 3.8 Placement in the offset pillar case. 

 

With the synthetic cases, the model of a room is automatically populated with sensors 

within the volume of interest in order to capture as many voxels as possible. This experiment 

shows that sensor locations are selected to fill up the entire volume and to see around placed 

obstacles. 

3.1.5.2 Experiments with Real World Cases 

Two real-world environments were selected to evaluate this approach. In each real world 

case, the environment was measured and then modeled in three dimensions to generate a 3D 

model. The 3D models are used as input  to place sensors into the environments. 
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The first real-world environment used the assistive living apartment set up in the 

Heracleia laboratory. This simulated living space has an area of fourteen feet by twenty four feet 

organized with partitions to mark off rooms. In addition, the Heracleia apartment is populated with 

typical furniture for assistive living experiments.  For research purposes, the Heracleia Human 

Centered Computing lab has an apartment layout containing obstacles such as furniture and 

appliances. For the 3D model, not only were the partitions included into the layout, but the 

furniture was placed as obstacles within the space for testing our camera placement algorithm. 

The resulting camera placement configuration, as can be seen in Figure 3.9, places the first 

camera in the den or living area over the sofa, and looking out towards the kitchen and into the 

bedroom. The algorithm basically places cameras in strategic places where visibility is 

maximized. 

 

Figure 3.9 Model of the Heracleia apartment. 

 

Figure 3.10 Placements in the model apartment. 
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The second real-world environment is a single family house named Dreamhouse (see 

Figure 3.11), based on a real, two–story house that was measured and turned into a three-

dimensional model.. The corresponding 3-D model is based on the actual dimensions of a real 

home. The two-story building was painstakingly measured for the height of each wall, the position 

of each door and window, the location of the ceilings and floor of the second story. The 

Dreamhouse model was then represented as a mesh, a set of vertices and faces, to be 

processed. The voting scheme scans the house and generates the voxels for the volume of 

interest as before. Then, it selects the sensor models. For example, several of the sensors are 

placed in the vertical shaft containing the stairwell on the Dreamhouse. 

 

Figure 3.11 The Dreamhouse Model 

 

 

Figure 3.12 Placements in the Dreamhouse Model 
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3.1.6  Coverage 

In order to conclude the processing of the greedy heuristic, a record is kept of how much 

percentage of the target volume of interest is seen by all currently known cameras in the final set 

of sensors. After all the sensor models are elected, they are sorted according to the number of 

votes each model received, i.e. the number of voxels each sensor can see. 

The sensor model with the highest number of votes is selected first. After that, the voxels 

seen by this model are removed from the volume of interest, the number of uncovered voxels 

seen by each sensor is updated, and the cameras are resorted. Then, the next sensor model is 

taken in turn until the coverage of the volume of interest is greater than some threshold. The 

threshold used in our experiments ranges from 90% to 99% of the volume of interest. Note that 

the gain of coverage for each additional sensor (as the number of models increases) is 

monotonically decreasing, as can be seen in  Figure 3.13 through Figure 3.16 .  

 

Figure 3.13 Two Rooms and a doorway 

 

Figure 3.14 Pillar 
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Figure 3.15 Heracleia Apartment. 

 

Figure 3.16 Dreamhouse 

An additional synthetic case is when there are two rooms completely cut off from each 

other. where each interior volume is filled separately.  In this case, as shown in Figure 3.17, the 

coverage increases on a distinct pattern for each of the two enclosed rooms.  

 

Figure 3.17 Two rooms with no connecting doorway 

0 1 2 3 4 5 6 7 8 9 10 11 12
0

10
20
30
40
50
60
70
80
90

100

Increasing number of cameras

P
er

ce
nt

 o
f v

ox
el

s 
co

ve
re

d

Coverage

0 25 50 75 100 125 150 175 200 225 250
0

10
20
30
40
50
60
70
80
90

100

Increasing number of cameras

P
er

ce
nt

 o
f v

ox
el

s 
co

ve
re

d

Coverage



 

37 

 

 

Figure 3.18 Coverage of two rooms with no doorway. 

 

This configuration of rooms shows a repeating pattern, which seems to be echoed in 

multi-room situations like the Dreamhouse. The subsections have the same diminishing curve 

and the overall coverage has a similar curve. But it should be noted that the pattern of sensors is 

different for each room. There are two reasons for this. Firstly, it is possible for two sensors to 

have a tie in the system. Secondly, the coverage is calculated for the entire model, not just each 

room separately. An additional sensor can be added to make up the last percentage point of the 

coverage. 

The placement of the sensors is not the same as if they were placed ad-hoc within the 

environment. For example, if the rooms were a cube, then sensors could be placed exactly 

adjacent to each other and have four models to cover the volume. The voting scheme, however, 

separates out the cameras into the corners of the room. Additionally, in the one experiment where 

the doorway between two symmetrical rooms is offset, the voting scheme  placed all the sensors 

against one wall of the two rooms, so that they could see through the doorway and towards the 

opposite wall as seen in Figure 3.19. In this case with the doorway being offset from the center of 

the diagram, all the cameras are automatically placed on the wall with the line-of-sight passing 

through the opening. 
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Figure 3.19 Two rooms with an offset doorway. 

 

3.1.7 Summary 

A method has been implemented for finding the automatic placement sensors, such as 

wireless sensor nodes or cameras, within an assistive environment. A voting scheme has been 

created that uses a 3D model of the environment and a 3D model of the sensor space to find the 

placement within the environment.  Then, the system sorts the sensor models by the number of 

voxels covered and adds these to a final tally. 

3.2 Data Collection 

In order to be able to use the sensor nodes in an assistive environment, they first need to 

be studied to see how they respond. The first family of sensor nodes used for this research was 

set up in different experiments to observe how they react to changes. The TMote Invent units 

were used for this preliminary work, and were studied in three projects to look at how the system 

could be constructed and what approach should be taken.  
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3.2.1 TMote Invent 

The TMote Invent was a sensor node based on the TinyOS platform and the TinyC 

programming language. Each sensor node was equipped with a microphone, speaker, 2-axis 

accelerometer, temperature and light sensor. The light sensor in turn was  shielded with a funnel-

like shade and covering lens. In this setup, any TMote invent could operate as the base station or 

"sink" for the wireless sensor networks, and relay any data packets over a USB cable. An 

accessory to this system was a 'gateway" device that allowed the USB port on the gateway to be 

mapped to a TCP/IP socket. This way, the sensor readings from the nodes of the WSN could 

always be transmitted to any program with a socket connection. Each TMote could be plugged 

into a host machine for programming using a USB connector which would also recharge the 

battery. The TMote set up as a basestation (sink) and the nodes themselves can be seen in 

Figure 3.20 and Figure 3.21. [31][32][33] 

 

 

Figure 3.20 WSN Sink and gateway 
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Figure 3.21 T-Mote invent Sensor Motes 

 

3.2.2 The Three Room Puzzle: TARGET 

TARGET had three reserved areas set up, such as cubicles or changing rooms. Non-

photographic sensors (i.e. no cameras) would be desired in such locations.  The problem is how 

a responsible party would know if someone had entered into a reserved space that was already 

occupied. In an assistive environment, a subject would not want cameras in their bedroom or 

bathroom. So, these less invasive sensors were a better solution. Three areas were set up to be 

sixteen inches on each side. On three sides, a mote was set up with an active photocell to watch 

the space. Then, a paper cup simulating a subject would be placed within the target area as 

shown in Figure 3.22. The goal is to be able to observe the response of the sensors to the 

combination of targets. As more targets were placed into the zone, the change on the sensors 

would be recorded. 
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Figure 3.22 System Test Layout. 

 

An applet was devised that would display the motes in the three areas as seen in Figure 

3.23. In this figure, two sensors in the center room have detected a change in the environment. 

The applet responds to the change in the environment in two ways, by changing color and 

sounding a chime. When the sensor increases in voltage due to the presence of more light 

because an object has been moved away, the sensor display will turn red.  When an object has 

been moved to block a sensor, the voltage will decrease, and the sensor display will turn blue. 

When time has passed, and no changes have occurred, the sensor fades to gray, indicating no 

recent activity. In addition, researchers added a chime to the applet so they could recognize when 

a sensor had fired without having continually watch the screen while they are positioning targets 

in the reserved areas. In order to examine the question of someone entering a reserved space, 

researchers defined a set of seven test cases to be observed. These cases are listed out in Table 

3.2. 
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Figure 3.23 The TARGET applet.  

 

For each test case, including the control, the sensors were brought online and a time 

was kept. After some time interval t,. another target would be placed into the test areas. Each test 

area would have zero, one, or two targets placed within the sensor detection field. The goal of the 

experiments was to show that the sensors did react and that the reaction could be measured. 

Con denotes the control case in which nothing happens in any of the rooms.  Then, case 

1A considers what happens when a single target enters any of a series of empty rooms. The 

second two cases, 2a and 2b consider if there are two events. In one event, the reserved space 

is maintained, and the other there is a conflict.  Case 3a and 3b illustrated the same situation, 

except there is an added event of a third person being in an adjacent reserved space. The final 

case, labeled Max, has four events, one target enters each reserved space, and then a fourth 

person violates a reserved area. 
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Table 3.2 Test cases for Three Room Puzzle 

 Before   After   
Case # Room 1 Room 2 Room 3 Room 1 Room 2 Room 3 
Con 0 0 0 0 0 0 
1A 0 0 0 1 0 0 
2A 0 1 0 1 1 0 
2B 0 1 0 2 0 0 
3A 0 1 1 1 1 1 
3B 0 1 1 2 1 0 
Max 1 1 1 2 1 1 

 

The results of these situations have been recorded using the applet and the WSN to 

store the data into files which have been graphed to look at the responses. In these examples, 

the first room contains motes 1001,1002, and 1003. The second room contains motes 1004, 

1005, and 1006. The final room is 1007, 1008, and 1009. The tenth mote is a spare, and is not 

used in this configuration  

Every 30 seconds, another event is added to the test case. For example in test case 1A, 

a single subject is added to the Room 2 just past the 30 second mark. The three different motes 

in that area respond with a spike in the data, followed by a new equilibrium.  The results of this 

data can be seen in Figure 3.24and Figure 3.25. For test case 1A,  none of the three sensors are 

triggering, because no target has been added. All three lines are flat. The red line, blue line, and 

black line represent three different sensors watching the left side, the back, and the right side of 

the area. In room 2 of the same experiments,, the lines are the same as in Figure 3.24. As a 

target enters the sensor range, the sensors spike, and then shift to a new equilibrium 
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Figure 3.24 Room 1 in test case 1A.  

 

 

Figure 3.25 Room 2 in test case 1A.  

 

While case 1A shows the results of a single event, a more interesting case with respect 

to time for the motes can be seen in the Max case. In Figure 3.26, Figure 3.27, and Figure 3.28, a 

series of four events happen in all three rooms.  At 30 seconds, the first subject enters Room 1. 

At 60 seconds, the next subject enters Room 2. At the 90 second mark, the third target enters 

Room 3. At this point, each reserved area is now occupied. Then the fourth event occurs at 120 

seconds, and Room 1 responds and has to settle to a new level. 

Room 1

0

10

20

30

40

50

60

70

80

90

100

0 10 20 30 40 50 60

seconds

m
V

Mote 1001
Mote 1002
Mote 1003

Room 2

0

10

20

30

40

50

60

70

80

90

100

0 10 20 30 40 50 60

seconds

m
V

Mote 1004
Mote 1005
Mote 1006



 

45 

 

 

 

Figure 3.26 Events occur at 30 seconds and 120 seconds in Room 1 

 

 

Figure 3.27 Event occurs at 60 seconds in Room 2 
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Figure 3.28 Event occurs at 90 seconds in Room 3 

 

This set of cases demonstrate how the photocells respond to a new target entering their 

field of view and then level off after each event has passed. 

3.2.3 Apartment Phase 1: COVERAGE 

TARGET had only at most 4 events, 10 sensors, and ran for a maximum of 120 seconds. 

TARGET showed the reaction for a limited time for a limited area. We wanted an experiment 

closer to a human-sized environment. The Heracleia Laboratory has a apartment set up with 

cabinets and furniture. Motes were placed about the area for being able to watch a subject move 

on a path between the two rooms, as seen in Figure 3.29. The child motes containing the sensors 

were placed above a sample student work desk., while the gateway and the base station mote 

can be seen to the left on the table. 
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 Figure 3.29 Child motes placed in the apartment. 

 

Once the motes were placed in the apartment, their locations were marked down for 

reference, and a timer was started. The researchers then moved through the area to see if they 

could trigger events on the motes. The system was allowed to run for ten minutes as the 

researchers moved through the apartment as seen in Figure 3.30. 

Also, the number of motes in use was doubled from 10 motes to 20 motes, and the 

applet shown in Figure 3.31 was reconfigured to match the new total. Each of these sensor 

displays corresponds to the sensor IDs in Figure 3.30. Now the system could handle 20 motes 

and run for a longer time period. 
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Figure 3.30 Moving through the Heracleia Apartment 

 

 

Figure 3.31 Applet configured for 20 motes.  
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After running the experiment, the photocell data from the various motes was graphed out 

to be examined. Most of the motes that were deployed would react as expected when someone 

moved by, as shown in Figure 3.32. The photocell reacted when the subjects moved through the 

area sitting on furniture near the motes.  

 

Figure 3.32 Mote 1001 reacts to a passerby. 

 

However, not all the motes behaved as expected. Some motes that were in shadow by a 

tall cabinet did not appear to have enough light to sense a passerby. Also, motes that were 

parallel to the path of travel, such as mote 1007 in Figure 3.33, failed to signal an event or 

respond to the subject. None of the four motes watching the entrances registered events . 

As a result of COVERAGE, we determined that the best reaction from the sensors 

occurred when the path of the subject passed perpendicularly to the sensor on the mote and to 

make certain they had enough light to register a voltage. 
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Figure 3.33  Mote 1007 does not respond 

 

3.2.4 Apartment Phase 2: MOVEMENT 

In addition to TARGET and COVERAGE, a pair of sample cases for motion were tested 

using the MOVEMENT sensor setup. The apartment was reconfigured with two rooms, a kitchen 

and a bedroom. These two rooms were connected by an adjoining hallway. Each of these three 

areas, the bedroom, the hallway, and the kitchen, were marked out with sensors as displayed in 

Figure 3.34. A subject would then move between areas of the apartment to trigger the sensors. 

Three sensor motes were placed to observe the bed in the bedroom where the subject 

would start from. Three more sensor motes were placed by the cabinet, the shelf, and the 

refrigerator in the kitchen. Six sensor motes were then distributed to map out the hallway 

connecting the two rooms to an exit.  
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Figure 3.34 Second configuration of apartment 

 

The applet was rewritten again, this time to display the layout of the new apartment. As 

before, the sensors would change color and chime to the changes in the environment, and a 

screen capture of this tool can be seen in Figure 3.35 

 

Figure 3.35 Applet for second apartment 
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3.2.4.1 Bedroom to Kitchen 

The first experiment was of an individual getting up from the bed, leaving through the 

hallway, and arriving at the kitchen. As the subject passed the motes, the attached photocell 

sensor would record the change of light perpendicular to the path of motion. As the shadow of the 

subject falls on the light sensor, a lower voltage is recorded by the system. The data from these 

various sensors were then grouped by room and graphed by their color. . Blue sensors were for 

the kitchen, green  sensors were for the bedroom, and red sensors were for the corridor. 

 

Figure 3.36 Sensors responding in three rooms  

 

Figure 3.36 shows the motion of the subject in the bedroom, triggering the first set of 

sensors (which are in green).  Next, the subject is moving out into the hallway and triggering the 

sensors watching the corridor that leads to the exit (which are in red). As the subject later enters 

the kitchen area, the third group of sensors register their presence (which are in blue).  
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3.2.4.2 Bedroom to Exit 

A second scenario to be tested was what would occur when an individual left the 

bedroom and headed down the corridor towards the exit. In the apartment layout from Figure 3.34, 

the exit is on the lower right-hand side of the screen. As the subject walks down the corridor lined 

with sensor motes, they each record their progress as a drop in voltage. This sequence of voltage 

drops can be seen in Figure 3.37.  Each sensor on each mote has been triggered in the order of 

their placement in a path that leads to the exit as the subject traversed the hallway. The mote 

response is graphed versus time, and the series of motes can be seen moving left to right 

through a series of motes  as the subject moves towards the exit. The cross marking 1003 fires, 

then the square marker for 1004. Next is the diamond marker for 1005, and finally the star marker 

for 1006. Here, 1003, 1004, 1005, 1006 are the nodes deployed in the hall way. 

 

Figure 3.37 Sensors respond to motion down the corridor 
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3.2.5 Summary 

As a result of these early experiments, the following can be observed about handling 

detection of events in an assistive environment. First, with TARGET, it is shown that the value 

recorded by the sensor is not the key component for detection. Instead, it is the change delta that 

is important instead. As each target enters the scanning zone, a noticeable change is noted 

before the system finds a new equilibrium.  Second, with COVERAGE, the operating behavior of 

the sensors can be noted. In an environment with furniture and obstacles, as well as the moving 

subject, only the motion perpendicular to the photocell could be observed.  Combining these two 

results allows the tracking through an assistive environment with the MOVEMENT program. 

3.3 Event Analysis 

Now, the ability to get data from the environment and how to place and handle sensor 

nodes has been established, new problems and new technologies entered this research.  The T-

Mote Invent sensor motes were no longer being manufactured. Instead, the SunSPOT nodes 

were selected to be the new research platform.  As a result, new events and new sensors had to 

be investigated. In addition, the amount of data being broadcast from the sensor nodes to the 

base station (sink) reached a point where so much data was being lost that no activity could be 

monitored. To that end, the episodic event was introduced into overcome the bottleneck and the 

experiments began.  

3.3.1 SunSPOT 

The SunSPOT sensors consist of a small computerized board operating with a 2.4 GHz 

radio center, as can be seen in Figure 3.38. Each of these motes has a sensor daughter board 

with a set of different sensors. Each SunSPOT can recognize the voltage of the battery, the 

luminance of a photocell, the current air temperature from a thermistor, and the force affecting 

each spot in the form of the acceleration measured along the X,Y, and  Z axis.[34] 
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Figure 3.38 SunSPOT motes 

 

3.3.2 Episodic Events 

In order to observe human activity within the apartment, it is necessary to find the 

changes in the sensor readings of the environment. But to gather all the raw data from the 

sensors and deliver them to a single collection point will completely consume all available 

bandwidth and result in the system being non-functional. To get around this situation, episodic 

events are defined and calculated on the individual SunSPOT motes instead of being calculated 

at the basestation. Episodic events are identified when the difference between the average and 

the current reading is greater than some established threshold tk. 

∑ . 

If the difference between the current event xj and the average of the last set of n data 

points xi is greater than the threshold tk for event k, then we say the sensor has detected an event 

and the SunSPOT should signal the base station. In addition to the change in the data stream, a 

delay is also recorded to prevent a single event from being registered multiple times in a single 

sequence. 

3.3.2.1 Episodic Event Thresholds and Delays 

As described above, events begin as episodic events, meaning that each of these events 

represent a single activity impacting upon the sensors of a single mote. As a result, the mounting 



 

56 

 

and placement of each mote has a direct effect on the reading of the sensors. As can be seen in 

Table 3.3 Episodic Event Parameters, twelve episodic events based on the WSN are defined, 

and then discussed in more detail. 

Path Event-When using the T-Mote Invent sensor motes, sensors were placed to detect 

the passage of an object when its shadow fell across the sensor. Sensor Motes had to be placed 

upright and their photocell window facing perpendicular to the path of travel. 

Bump Event-Bump events are used in three ways. Firstly, these would be attached to a 

piece of furniture to find out when a human bumped into it. Second, the mote could be used to 

represent the handle of a faucet or other latch so that its movement would indicate a human 

presence. Finally, the sensor could be worn by the human to see if they are still in motion. Bump 

events work on the magnitude of the three accelerometers in the x, y, and z directions and do not 

care how they are mounted. 

Table 3.3 Episodic Event Parameters 

Event Type Event Number Threshold Units Delay (ms) 
Path 1 60 lux 500 
Bump 2 0.125 g 1000 
Furniture (Bed) 3 0.150 g 0 
Battery 4 3.5 V 0 
New Path 5 137 lux 500 
Drawer 6 0.064 g 500 
Vertical Hinge 7 0.15 g 5000 
Horizontal Hinge 8 1.117 g 5000 
Chair 9 0.909 g 100 
Fall 10 2.25 (0.5) g 1000 
Switch 11 On/Off N/A 1500 

 

Furniture (Bed) Event – furniture events were developed to find out if a person has 

gotten on or off of a mattress or cushion in the course of their activities. These sensor motes 

respond to the acceleration in the y and z directions. These events occur on sensor motes that 

are mounted vertically, usually in a small pouch so they can rotate about the x-axis. 

Battery Event-The battery event was the first status message sent by the motes during 

experiments. According to documentation, SunSPOT sensor motes are considered to be low on 
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power when their battery voltage dips below 3.5 volts. This event does not require any special 

mounting. 

New Path Event-When moving from the T-Mote Invents to the SunSPOT motes, the 

configuration of the photocell changed drastically.  SunSPOT motes lack the protective shield and 

covering lens that come with the T-Mote events. These events come from motes mounted 

perpendicularly to the path of detection, and may even have an additional shield added to cut 

down on external light. 

Drawer Event-Drawer events come from motes that are mounted vertically on the front 

of a drawer in a chest or a desk. The construction of a drawer limits the motion of the sensor in 

the x and y directions. For drawer events, the Z direction has the greatest range of motion and is 

the reading of interest for the drawer event. 

Vertical Hinge Event-A vertical hinge event detects the motion that is from a hanging 

doorway, such as the door to a refrigerator or cabinet. The sensor is mounted vertically, parallel 

to the hinge. Due to the constraints of the hinge, only the motion in the x and z directions are 

considered relevant. 

Horizontal Hinge Event-A horizontal hinge events detects the motion from a flap or lid, 

such as the flap of a desk or the lid of a toilet. In these cases, the mote is mounted 90’ from 

vertical, and the readings are taken from the changes in the x and z axis of a mote. An addition to 

this event is the effect of gravity, which increases the threshold on the mote significantly.  

Chair Event-Unlike the bed and bump events, a kitchen chair without wheels has to itself 

be moved in order for a human to sit down. As a result, the vectors of interest are in the x, y, and 

z directions. Since all directions are used to find a magnitude, the positioning of the mote is not 

important. 

Fall Event-Fall events come solely from a sensor mote worn at the waist. Ideally, the 

sensor should be upright and in a holder. Experiments were done with a cell-phone holster worn 

at the waist.  Should the human fall, we assume the shock to the body would also impact the 

sensor being worn. All three directions are of interest in the fall event case. The threshold can be 

lowered to detect other sharp motions, as well as just that of falling.  
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Switch Event-The switch event is a binary event, which is used to simulate the use of an 

appliance, a piece of electronics, or other switch inside the apartment test bed.  Instead of 

scanning for the human presence, the action of the human pressing a button attached to the 

sensor mote triggers the event. 

3.4 Cyberphysical Apartment Tools 

Over the course of the next phases of the apartment testbed, different tools using the 

new SunSPOT motes had to be developed and deployed in order to first find the data to generate 

the episodic events.  Then tools had to be adapted to be able to record raw data, detect episodic 

events, and then display the episodic events.  The first wave of these tools were developed for 

Phase 3 of the apartment, and later refined and updated for Phase 4 when new technology and 

devices were added. 

3.4.1 Apartment Phase 3 

For the third phase of the apartment, the SunSPOT motes were programmed to sample 

the raw data from humans interacting with furniture and other elements in their environment.  

Later, when the episodic events were defined, and a second tool was developed to record the 

events. [23] 

3.4.1.1 Raw Data Tool 

The first tool for the apartment is a raw data tool, which can be seen in Figure 3.39. The 

Raw Data tool allows a SunSPOT mote to connect and report their packets every 15 milliseconds 

back to the base stations, which is approximately 66.6 Hz, which should be a sample rate 

capable of capturing human activity.  Each of the four main sensors, photocell, accelerometer x, 

accelerometer y, and accelerometer z can be seen and recorded while the researchers make 

experiments with the furniture and other elements in the apartment.  
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Figure 3.39 The Raw Data Tool 

The results of these raw data collections can be saved to file, and then be analyzed later 

to determine what timing and levels of reaction are needed to detect an episodic event. 

3.4.1.2 Event Tool 

Each of the SunSPOTs broadcasts data packets to the ApartmentBase application, and 

the tool in turn stores the data to file for later examination. The data is also displayed on a graph 

for each type of data. One graph is generated for each accelerometer, the photocell, and the 

battery voltage. The later version of the tool has a graph for each key event. 



 

60 

 

 

Figure 3.40 The Event Tool 

 

These can be seen in Figure 3.40, where activity on the accelerometers are being 

displayed when a participant has interacted with one of the sensors in the WSN.  

3.4.1.3 EventMapper 

Another tool in our event-based system is the EventMapper application. Given the 

location and time each event occurs, the EventMapper can playback the responses of each mote 

in the apartment map as shown in Figure 3.41 

The system reads in the various data files and sorts them into a sequence of events 

sorted by the time occurred. Once the event sequence is complete, the system can then respond 

by marking the map with the appropriate event in the right sequence. Each event can be 

assigned a different color, and the appropriate sensor display will respond with the correct color. 
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Figure 3.41 The Event Mapper Tool 

 

The goal of the tool is to eventually be able to place the activity in a known location of the 

apartment by knowing the identity of the sensor being acted upon.  

3.4.1.4 Fall Detection Tool 

The events from the sensors placed in the apartment are static, and record the impacts 

or the changes in their environment. But another condition arose, a need to find out if someone 

had fallen in the apartment, which corresponds to the events of interest. The Fall Sensor is a 

wearable sensor, but has a similar behavior as the bump and bed events.  

Emergency call switches that can be worn by an individual have been available for some 

time, but these are emergency units that have to be activated by the subject. But other shocks 

can be found from a wearable sensor. Assuming that the force upon the sensor can indicate the 

force upon the person wearing it, then an event should be able to be recorded that indicates if a 

shock has occurred. To do this, we applied the idea that a sensor that falls while attached to a 

human, then we can say the shock has occurred.  

As with other events, this time the magnitude of the three accelerations is taken to 

determine if a fall has taken place.  To find out what thresholds would be suitable, a sensor was 

dropped repeatedly from a height of three feet to the floor as described in section 4.4, on the idea 
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that the sensor would be worn at the waist. Many smartphones and other devices contain 

accelerometers, and are carried on the hip of a subject. Perhaps such a device could be applied 

in a future experiment. The Fall Sensor actually has three different threshold levels as shown in 

Table 3.4.  

Table 3.4 Fall Thresholds 

Level Threshold Values (g) 
No shock Under 0.75 
Mild shock Under 1.45 
Medium Shock Under 2.25 
Fall 2.25  and above 

 

The goal of the fall event is twofold. The first objective is to be able to record an event 

representing the force on the subject during the course of an experiment. This sort of event can 

be combined with the other sensor events to determine the behavior of the subject. Falls and 

shocks might not be reported unless it was a dire emergency, but could be a sign of dizziness or 

disorientation in the subject.  A further application is to associate a severe physical shock reading 

with the motion in an assistive living apartment.  If a shock occurs on the subject, and the bed, 

and in one room and no further events take place in the environment, an automatic help call could 

be placed to a caregiver. 

When each of these levels is violated, a different magnitude is recorded on the Fall Event 

tool shown in Figure 3.42 
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Figure 3.42 The Fall Detection Tool 

 

Once the worn sensor has joined the wireless sensor network, as seen in the upper left 

hand panel of Figure 3.42, the acceleration can be broadcast to the base station. The magnitude 

of acceleration is recorded on the lower left hand panel. The change in the acceleration, and 

therefore the force of the shock on the sensor, can be seen in the lower right hand panel. 

Ordinary movement and walking tend to show up in blue and green. Events of interest occur 

when the monitor moves into the red zone. 

3.4.2 Apartment Phase 4 

As time progressed, the apartment was updated again, and the tools and equipment had 

to be updated. Additional sensors, based on the Phidgets, and a FSA pressure pad were included 

into the apartment setup. A verification camera was put into place to record the proceedings, and 

the tools were updated to handle the new experiments as described below. 
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3.4.2.1 Modal Event Tool 

In phase 3 of the apartment, every sensor would report all possible episodic events 

detected upon itself and its surroundings. In the beginning, this was acceptable, but as the 

system expanded to include more types of events and more pieces of furniture, this proved to be 

impractical. Instead, every SunSPOT mote had the ability to be configured to detect one 

particular type of episodic event. 

 

Figure 3.43 The Modal Event Tool 

 

For phase 4, the tool was upgraded to have a start and stop feature for recording of 

episodic events as seen in Figure 3.43. Now, the base station could be halted while the 

researchers and participants setup the apartment for the various phases of the experiment.  

In order to facilitate the experiments in the apartment test bed, it was necessary to make 

the motes quickly configurable and resettable without erasing their current configurations. To do 

so, the switches on the motes were used to program extra features. The first switch on the mote 

would allow the builder to select which of the episodic events the mote should broadcast. The 

user could cycle through the options until the appropriate episodic event code would be displayed 

in binary on the SunSPOT mote, the numbers for which are in Table 3.5 
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Table 3.5 Episodic Event Codes 

Event Type Event Code Binary LED Label 
Path 1 0001 
Bump Event 2 0010 
Furniture Event 3 0011 
Battery Event 4 0010 
New Path 5 0101 
Drawer Event 6 0110 
Vertical Hinge 7 0111 
Horizontal Hinge 8 1000 
Chair Event 9 1001 
Fall 10 1010 
Switch 11 1011 

 

In addition, connections to the various motes could be lost or disrupted by the 

experiment, needs of the base station program, or through random occurrence. In these cases, 

each disconnected sensor mote would have to rejoin the WSN while the builders were physically 

working in the test bed. To that end, the second switch would reset the state machine on the 

current sensor mote to return to the join state, and the builder can watch the status of the mote 

change on its LED display. 

3.4.2.2 Extended Event Experiments 

For the next set of experiments, we decided to limit the sensors to three key areas of our 

assistive living apartment:  The bedroom, the bathroom, and the TV-watching area next to the 

bed as shown in Figure 3.44.  

The first family of sensors used in this system is the WSN of SunSPOT motes from the 

previous phase of the apartment. The second family of sensors is wired sensors utilizing infrared 

sensors, pressure pads, and motion detectors. These sensors are configured with a central 

analog-to-digital control board that delivers their readings down a USB cable to a host machine. 

[35] These systems behave in a binary way, indicated the presence of a human within their 

operational area. 

For the bedroom, the main sensors are the bed pressure pad and the pressure pads on 

either side of the bed. In addition, the desk, night stand, and dresser have also been fitted with 

sunspot sensors to detect the motion of the drawers and the writing flap. The desk flap has been 
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fitted with a horizontal hinge event sensor. The drawers on the desk, nightstand, and dresser 

have been fitted with sunspots for drawer events. The bed is set up with three pressure pads. The 

first is the FSA pressure pad for high-resolution pressure data, and then on either side of the bed 

are two simple pressure pads for when people get on and off the mattress. 

For the TV Watching area, the lounge chair is tagged with a motion detector to watch the 

combined bedroom and TV area. The space in front of the chair is equipped with a pressure pad 

to detect someone getting in and out of the chair. In one corner, an Infrared sensor has been 

placed to watch a broom. Also, four sunspots are active in this area. Upon the broom, a bump 

sensor is placed to detect if it is in motion. A New Path event sensor has been placed in the lamp 

to see if it turns on and off, and two more are on the television. One runs a switch event, to 

simulate turning the TV on and off. The second is another bump event sensor used to detect if 

the TV has been moved, should the user physically re-position the TV to watch it from another 

angle, such as the chair vs. somewhere else in the room. 

The next area of the apartment is the bathroom, where another set of sensors have been 

deployed to monitor human activity. A Phidget board is in place to run the various wired sensors 

in the room. An IR sensor is placed to watch the activity on the waste basket by the toilet. The 

toilet is fitted with a horizontal hinge event to the seat lid, in order to detect the motion of the seat 

lid moving up and down. The sink has a battery of sensors. A pair of IR sensors watch for motion 

in front of the sink, while a third IR range finder scans a shelf-space that stores a towel. The taps 

on the sink, which is simulated, are actually two sunspots fitted as bump event sensors to detect 

motion. When a subject "turns on" one of the faucet taps, it will register on the base station. In the 

corner, a shower curtain is simulated using a foam divider, also fitted with a sensor to that we 

know when a user has entered to simulate showering.  
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Figure 3.44 Apartment layout showing the sensor placement 

 

Finally, there are the sensors carried by the test subject themselves. One sensor is 

configured to be a bump event, so that we can tell that the subject is always in motion. The 

second sensor is rigged to detected fall events, used for sensing the shock when a person should 

fall. 

In addition to the camera was placed to record the events as they occurred within the 

apartment. The placement of the camera can be seen in Figure 3.45, where the view was 

concentrated upon the working area.  
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Figure 3.45 Placement of verification camera  

 

3.4.2.3 Human Activity Tool 

The Activity Analyzer in Figure 3.46 combines the ability to load the datasets, to load the 

descriptions of the activities, and then run the procedure to generate the listing of activities from 

the desired data set. 

An expansion of the tool combines the ability to map a layout of the apartment, and to 

position each sensor upon a loadable floor plan. Additionally, each sensor can now be placed 

upon the floor plan and its properties and position can be adjusted using the mouse. 

The tool is still under development at this time, but the end goal is to have a friendly user 

interface to allow the sensors to be deployed to the map via mouse and to be able to store and 

reload the configuration.  

 



 

69 

 

 

Figure 3.46 Human Activity Tool 

 

3.4.3 Summary 

These various phases of the apartment have shown an evolution of the cyberphysical 

tools that support the study of human behavior in the environment. As equipment, furniture, and 

appliances are added, the tools progress as well as the nature of the experiments. But it is also 

necessary to look at the role of who will use the data, and how it fits within the environment. For 

that, next we look at the Smart Drawer project and how it demonstrates the role of the human in 

such an assistive environment.  

3.5 The Smart Drawer 

3.5.1 Description 

Within the assistive living apartment, various additional devices and projects have been 

started that work with the event detection pieces. One of the key projects is the Smart Drawer 

project, which is a medicine intake tracking system. The idea is that the medicine bottle being 

removed from a drawer will become an event that can be recognized and tracked within a 
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cyberphysical setup. From this seed of an idea, the Smart Drawer began to expand. First, the 

RFID reader was started with the system, and then a drawer event  was combined to make the 

next phase.  

3.5.2 RFID Usage 

RFID in healthcare is currently being used at hospitals for verifying the identity of 

patients. RFID technology is currently being used in hospitals for everything from tracking 

patients and infants, to making sure that the correct medication reaches the correct patient [36].  

In order to streamline their auditing systems and for cutting down on costs, as well as being able 

to track the patient, hospitals are turning to RFID technology Using the RFID tags,  the staff can 

verify the medication is received by the correct patient. The new tracking system also increases 

the accuracy of their billing over the older pen and paper system [37]. At hospitals, so many pills 

are issued per year that using RFID tags is expensive, but for critical items like IV bags, the RFID 

is extremely useful [38] .  But RFID tags are now started being added to the medicine bottles in 

the supply chain by the pharmaceutical companies themselves [39].  Pharmaceutical companies 

have to take care, because they have to protect the safety of their products and their contracts by 

keeping track of their inventory. Companies like IBM have been deploying RFID tags with 

medication to prevent counterfeiting of medication in the drug supply [40], In order to block 

counterfeiting, major distributors of  drugs are already putting RFID tags onto their bulk packaging 

[41][42]. The supply-chain for medications is already being tracked using RFID on the large scale. 

As the technology has been refined over the last decade, RFID tags start entering more and more 

into the supply chains of goods and services, especially anything manufactured including 

medication.  

3.5.3 Implementation 

The first version of the SmartDrawer was implemented using a and a series of 

experiments using ISO-14443 and ISO-15693 RFID tags with a TI 160 RFID Reader. The ISO-

15693 tags were found to be able to support up to 8 tags at once and therefore were chosen for 

the first version of the SmartDrawer shown in Figure 3.47. [43][44] 
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Figure 3.47 A Smart Drawer setup 

 

From here, the concept was expanded to indicate that each removal of a bottle from the 

drawer would in turn be its own cyberphysical event, similar to an episodic event. With each time 

the drawer is opened and a bottle is removed, a time stamp can be taken from the activity and 

recorded for further use. For example, given the times of the day that medicine is taken, then a 

human or a machine would be able to find out if these were within the specification of the 

prescriber. 

3.5.4 User Roles 

For event detection, the SmartDrawer project defines certain key roles for a user in their 

interaction with the cyberphysical environment.  One of the uses of event detection is the 

application of the system over a period of time. To that end, three user roles have been defined 

for use with the SmartDrawer Project. 

3.5.4.1 The Patient 

The first role is the person who is using the system for reminders and the intake of 

medication, the patient. The goal of a cyberphysical system in this case is to detect the events 

over the course of the day, whether they be the removal of medicine from the Smart Drawer or if 
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they have a reminder system with a schedule that prompts them to take their medicine. Other 

options would include the ability to inform the patient if the right bottle has been selected. Unlike a 

medicine dispenser [45]  which requires a device to be preloaded, the goal would be to include a 

system that could operate off of a combination of the physician’s prescription and the inventory 

tag arriving from the manufacturer. The time range involved for this role indicates an hourly 

granularity in which the system would respond. 

3.5.4.2 The Caregiver 

The second role is of a nurse or family member who is keeping track of the medication to 

make sure the patient is following the prescription, and has to know how the patient is doing on a 

daily basis. This role is defined as the Caregiver, who is responsible for checking up to see if the 

patient has had problems during the day and to make sure that the medicine intake was 

according to the prescription. In order to take a pill three times a day, the log of the medication 

must be recorded over the course of the day. Then, the Caregiver can keep this for medical 

records or the daily medicine intake can be compared to the prescription to see if a dose has 

been missed. 

3.5.4.3 The Maintainer 

The third role is the Maintainer, who is someone who wishes to track the pattern of 

medication intake of a period of time, at least a week or more. The Maintainer would have access 

to the database, and be able to update and upgrade the system as necessary. In addition, the 

Maintainer would be able to access a log of the medication intake over time and compare this to 

other detected events recorded in the database to find correlations between human activity and 

medicine intake. 

3.5.5 Summary 

The Smart Drawer project illustrates the concept that any cyberphysical system would 

have to have defined roles for the users of the system. The two main defining aspects of these 

roles are the security, who should have access to the data, and temporal, what is the time frame 

in which the data is to be collected or acted upon.  
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CHAPTER 4 

DISCUSSION 

For purposes of discussion, several additional topics have been added to this work. 

These topics range from topic to topic, but all refer back to the wireless sensor network. First is 

the question of network failure, and how to come up with a model to measure reliability. Next, 

there is the question of the validation of episodic events. A recent topic in both current events and 

in networks is the topic of software self repair, and how it could apply to a wireless sensor 

network. And finally, the role of the human in cyberphysical systems will be revisited. 

4.1 Network Reliability 

When a WSN has been deployed in an environment, it will encounter certain risks that 

can impact the reliability of the system. Risks include damage,  bugs in programming, blind spots 

in the sensor network, interference from electromagnetic sources, sabotage, or power drain. [46]. 

The problem is how to measure the quality of service of wireless sensor networks.   

WSNs quality includes measures of reliability, coverage and connectivity [47]. In recent 

years, WSNs have lowered in price, increased in computational capacity, and their motes have 

reduced in size. [48]. To maintain quality of service (QoS) to ensure a properly functioning 

network,  radio links and motes are always prone to failure, either through power loss, obstacles, 

or other conditions 49. The failures in WSN can be studied with a stochastic approach if 

assumptions are made and analyzed by using a theoretical approach and simulations [50]. WSNs 

need to be able to handle their tasks while consuming their battery efficiently.  As sensor motes 

register changes in their environment and report via radio, they consume their own battery life. 

[51]. When the voltage drops below operating capacity, the links in the WSN can be broken. The 

use of probabilistic mathematical models is one method to analyze the reliability of sensor 

networks. Estimations can be made about the properties of the WSN by using such a model.  The 

location of the nodes in a WSN has a geometry that can be  to test the coverage and probability 
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of failure in the network [52].    To do this for the question of reliability, a function is defined for the 

WSN, by assuming two basic structures in the network. Then, the function is applied to a series of 

test cases. 

4.1.1 The Problem 

A  WSN is modeled as a graph composed of a number of sensor nodes and a computer 

server at the root.  Assuming that when a sensor mote detects an event, it  broadcasts to the 

base station though other nodes. These nodes in turn are physically closer to the base station. . 

Assuming: 

• The base station never fails; 

• All the sensor nodes are homogeneous; 

• The routing algorithm is single path routing [53], which means a node broadcasts only to 

a single neighbor node.   

Assuming the base station never fails allows the function to concentrate on the sensor 

motes. Allowing the sensor motes to be homogeneous allows the consideration of sensor 

lifetimes with independent and identical distributions (i.d.d.). By limiting the message forwarding 

to a single neighbor node rules out loops and other cases in the WSN graph. 

The  model  of the lifetime of a sensor node  is an exponential distribution, i.e., X ~ E(λ) 

where X is the lifetime of a sensor node, λ is the parameter for this exponential distribution of the 

sensor lifetime, and the probability density function p(x) of E(λ)  is as follows: 

p(x) =
λe−λx,x ≥ 0
0,x < 0

⎧ 
⎨ 
⎩ 

, 

and its distribution function (i.e. cumulative distribution function) is  

P[X ≤ x] = p(x)dx = λe−λx
0

x∫0

x∫ dx =1−e−λx . 

The physical meaning of λ is the reciprocal of the mathematical expectation value of the 

lifetime of sensor nodes. Namely, the greater λ is, the shorter the sensor lifetime is expected. 
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The reliability function of the system represents the robustness of the WSN to a sensor 

mote failure.  To measure WSN reliability, the reliability function R(x) is defined as follows: 

reliability is defined as the probability of the system’s survival up to moment x, i.e., 

R(X) = P[ there are no failure events over time [0,x] ]. 

 

4.1.2 The Model 

The approach taken to model the WSN is called the Component-based Network 

Reliability(CNR) 

For the CNR, two types of components are defined: serial and parallel. The goal is to 

allow a WSN network to be decomposed into these two cases. 

 

Figure 4.1 Sequential Nodes 

 

The first case, as seen in Figure 4.1, shows the nodes are connected in sequence, a 

sequential connection where if one sensor fails then the entire system fails. The reliability of the 

network is represented by the probability of failure of a node over some time horizon x, assuming 

that each sensor fails independently and the lifetime of the sensors are identically distributed. 

According to the  reliability function, the sequential reliability function is defined as follows, 

Rs(x) = P[min(X1,X2,...,Xn ) > x]
= P[X1 > x,X2 > x,...,Xn > x]

=
i.i.d .

P[Xi > x]
i=1

n

∏ ,

 

Where n is the total number of sensor nodes in the system. 

Now let us consider the case of exponential distribution. The following holds: 

P[X i > x] = 1− P[X i ≤ x] = e−λx . 

From the above we find that  

Rs(x) = e− nλx . 
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The second case is when nodes are connected in parallel, as can be seen in Figure 4.2.  

 

Figure 4.2 Nodes connected in parallel 

 

In this case, the network will only fail when all the nodes of the component are broken. 

The parallel reliability function is defined as follows: 

Rp (x) = P[max( X1, X 2,..., Xn ) > x]
= 1− P[max( X1, X 2,..., Xn ) ≤ x]
= 1− P[X1 ≤ x,X 2 ≤ x,..., Xn ≤ x]

=
i.i.d .

1− P[Xi ≤ x]
i=1

n

∏

= 1− (1− e−λx )n .

 

These two components represent the two extreme cases of the CNR, where either a 

single node will disable the network, or when all the nodes must fail to block a message packet. 

These two formulas can be used as the upper and lower bounds for the reliability 

function for an arbitrary minimal number of sensors in the functional state of the system, 

e−nλx ≤ R(x) ≤= 1− (1− e−λx )n . 

Combining the two basic components described in and  results in a new network shown 

in Figure 4.3. Two nodes , X11 and X12, are connected in parallel while nodes X2 and X3 

continue in sequence. In this case the failure of one of the nodes does not produce failure of the 

system. 
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Figure 4.3 Combination of parallel and sequential components 

 

In this combination, the reliability function can be calculated as follows, 

Rc (x) = P[min(max(X11,X12),X2,X3)] > x]
= P[max(X11,X12) > x,X2 > x,X3 > x]
= (1− P[max(X11,X12) ≤ x])P[X2 > x]P[X3 > x]
= (1− (1− e−λx )2)e−2λx .  

4.1.3 Examples 

A popular WSN structure in practice is a tree, and to study reliability, they can be fitted 

with redundant nodes and the reliability function applied. 

 

Figure 4.4 Tree with no redundancy 

 

Figure 4.4 is a three-layer tree, and each node is singular, and in this structure, every 

node is equally important. Assuming every spot in the monitored area is equally important, the 

tree behaves a a sequential case with regard to the reliability analysis. The reliability function for 

the seven-node case is: 
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R7 (x) = e−7λx
 

 

Figure 4.5 Stepped redundant case 

 

Figure 4.5 gives another three-layer tree, where a second-layer node has a backup 

node, and the root node has three redundant nodes. Each group of duplicated nodes logically 

equal to a parallel case, and the logical connection between each cluster is sequential. So, the 

eleven-node reliability function is:  

R11(x) = e−4 λx (1− (1− e− λx )2 )2 (1− (1− e−λx )3 ) . 

 

Figure 4.6 Fully redundant case 

In the tree structure of Figure 4.6, every node has three duplicate nodes. So the twenty-

one-node reliability function is: 

R21 = (1− (1− e−λx )3 )7
. 
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4.1.4 Assistive Testbed 

In the assistive testbed experiments [26][22][7][54], an apartment has  sensor nodes 

located in various rooms and covering areas where human monitoring needs to take place. The 

SunSPOT motes were programmed to monitor certain human activities, such as opening a door, 

getting onto the bed, and passing through a hallway. The empirical average lifetime for a 

SunSPOT mote battery set to detect episodic events is approximately 3 days. Assuming λ=1/3, 

simulations run using MATLAB produce the reliability analysis Figure 4.7. R7 is the seven-node 

case, R11 is the eleven-node case, R21 is the twenty-one-node case, and R14 has the same 

structure as R21 except every cluster just has two duplicated nodes.  

 

Figure 4.7 Reliability Function of Tree Structures 

 

Additional CNR system modules could be designed to perform preliminary user-need 

modeling before proceeding with the reliability design. Expansions include the analysis of WSN 

availability and serviceability [55] in an assistive environment and the tradeoffs between physical 

redundancy and cost as protection against service interruptions. 

4.2 Validation of Events 

One topic for discussion is the behavior of the sensors for validation purposes. The use 

of accelerometers and photocells to capture human activity is not a purely binary answer, though 
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they can be considered as such. The system could be altered to use solid-state switches and 

magnetic latches to identify activity. And even the Phidgets with their floor pads and other 

sensors yield a binary answer. Either the pad is active, or it is not.  

But in the case of the SunSPOT motes, an additional review of their behavior is in order. 

The episodic events can be broken down into four categories. Photocell events, accelerometers 

with a fixed range of motion, external sensors that react to the entire human body, or worn 

sensors that are with the human body.  The battery event and switch sensor events are not 

considered, since they have a fixed behavior.  

4.2.1 Photocell Events 

The first set of events are the photocell events, which were originally designed to use the 

TMote invents from {Add Section Here} With the change over to the SunSPOT motes however, 

the Path Event would no longer suffice. The difference between the two technologies was 

physical, with the TMote Invents including a shade and a lens to keep extraneous light from 

impacting upon  the photocell. When the same event was applied to the SunSPOTs, the result 

looked like Figure 4.8 , where far too  many false positives were detected. 

 

Figure 4.8 Path Event on SunSPOT 
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Figure 4.9 Adding Cover for Sunspot 

 

 

Figure 4.10 New Path Event with Cover 
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To counter the problem, a shade was added to the SunSPOT mote to cut out unwanted 

light (Figure 4.9). Still, the system did not behave predicablly, and  the need for the additional 

cover makes the SunSPOT hard to deploy rapidly. The amount of false positives, however, 

decrease remarkably as seen in Figure 4.10. 

4.2.2 Limited Range of Motion Events 

Other events include the use of accelerometers, and one group of these events involve 

attaching the SunSPOT to piece of future with a moveable component, such as a drawer, a lid, or 

a door.  These events are called, respectively, the drawer event, the horizontal hinge event, and 

the vertical hinge event. 

Of the limited range of motion events, the drawer event is one of the most consistent, as 

can be seen in Figure 4.11. The limitation of the motion in a single direction seems to make the 

event more easily detectable. 

 

Figure 4.11 Drawer Event 
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Another event with a limited range of motion is the horizontal hinge event, which is most 

useful for items that are a hinged lid or flap.  The accelerometer has to act against the pull of 

gravity, making the signature of the event  large and clear.  A series of the horizontal hinge 

events is shown in Figure 4.12 . 

The vertical hinge event (Figure 4.13), or door event, did not seem as accurate as the 

first two, since it had a larger range of motion and no gravity. But the experiment was being done 

on the door of a refrigerator. The metal of the door blocked the radio signals until the base station 

was moved to be clear of the obstruction.  As a result, the signals were only received about 70% 

of the time. 

 

 

Figure 4.12 Horizontal Hinge Event 
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Figure 4.13 Vertical Hinge Event 

4.2.3 External Events 

The next group of episodic events can be grouped  as external events. These sensors 

were fixed to a piece of furniture upon which the force of the human body was the key factor. The 

bump event would be attached  to the bed frame, the bed event would hang from a small bag on 

the mattress, and the chair event had its sensor mounted to the back of a kitchen chair.  These 

systems used motion to detect if a piece of furniture was interacted with. The results tend to show 

that they are dependent on the physique of the human subject. A larger subject would produce a 

stronger signal, while a smaller person would produce a much weaker signal.  This can be seen 

in all three events. 

The bed event in  

Figure 4.14 and Figure 4.15 Bed event with second participant shows the difference 

between a large person and a small person getting onto the mattress while an accelerometer is 

attached. The heavier person displaces more of the mattress and the signals are much more 

pronounced.' 
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Figure 4.14 Bed Event for first participant 

 

 

Figure 4.15 Bed event with second participant 
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The chair event in is much the same, since the chair is moved from under neath  a 

kitchen table and then sat upon. A physically smaller person will not lift the chair high enough to 

trigger the y-axis of the accelerometer, causing almost no events to occur. 

 

Figure 4.16 Chair Event with first participant 
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Figure 4.17 Chair event with second participant 

 

Finally, bump event works well for the motion of its own self, but when attached to a 

piece of furniture, the amount of shock upon  the furniture was inconsistent between different 

participants. However, when used independent of a piece of furniture, the bump sensor makes an 

excellent motion detector. 
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Figure 4.18 Bump Event with first participant 

 

 

Figure 4.19 Bump event with second participant. 
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4.2.4 Worn Events 

One type of event that is consistent with the effect of gravity is the response of the fall 

even t seen in Figure 4.20, where each case of the event occurred as one of the participants 

would drop to their knees to simulate a fall. Additionally, a sensor configured to recognize bump 

events can also be carried to show that the subject is currently in motion.   

 

Figure 4.20 Fall Event 

 

4.2.5 Comments on Event Validation 

The behavior of the sensors during the validation experiments highlight which events are 

more reliable, and which need further study. The photocell events need to have further adaptation 

to make the sensor motes quickly deployable. The sensors using acceleration for a fixed range of 

motion do work, but like all radio signals are susceptible to obstacles within the environment. The 

sensors that are based on the whole human body acting externally on an object would have to be 

adjusted. Pressure pads and similar other sensors are more useful with someone sitting down on 
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a piece of furniture.  Modifications could be made to allow these kinds of sensors to feed their 

inputs into wireless sensor motes, and therefore enhance the episodic events. The worn sensors 

do seem to have a very regular and predictable behavior, and should be expanded to include 

both video verification as well as an expansion of the types of sensors worn. Perhaps a 

smartphone or other device with an accelerometer could be incorporated into the system. 

4.3 Software Self-Repair 

4.3.1 The Need for Self Repair 

The need for self-repair comes from the concerns from when a software bug has a 

dramatic impact. The recent Toyota acceleration fault was not from replacement gas pedals, but 

has been admitted as being a software bug in the cruise control system.. [56]  Several airline 

crashes, notably the flight of XYZ airbus, resulted from a loss of precision an onboard the inertial 

sensor. [57][58] In May, 2010, the NYSE suffered a blip when a software system reacted when 

the wrong price was offered on stocks. [59] 

4.3.1.1 Self-Adaptive 

The first step in a self-repairing software system is to first include a self-adaptive 

architecture to base the system upon. The planning required for a self-adaptive system has to be 

begun at the requirements level through the definition of key elements to define the requirements. 

In various different approaches, certain factors have to be defined first. For example, the 

requirements analysis has to include the ability to adapt as one of its key functions. Not only does 

the system have to be able to adapt, but the mechanisms needed to perform the adaptation have 

to be included.  A system that has to be able to recompile its own code in order and redeploy 

must have a compiler program. Systems that are supposed to correct for power usage have to 

have power management. To do this, requirements have to include the mechanisms necessary to 

make the changes. Now, beyond the desire to adapt and the tools to make the adaptations, the 

changes themselves must be quantified. Ranges and needs have to be specified, as well as the 

consequences of the changes.  In order to make a valid change to keep a software system 

adaptable to either its environment or to new technologies of the future, resources and 

parameters have to be defined. In addition to these desired changes, the desired consequences 



 

91 

 

have to be considered. A predictability has to be chosen to make certain that adaptations have a 

value.[60][61][62] 

4.3.1.2 Self-Repair 

Self-adaptation, however, is the first stage of a self-repair system. The ability to 

recognize an event in the runtime of the program and to effect a change is the first need for the 

system. Now, the consideration is if the event detected is a runtime error in the  software, 

requiring a dynamic change in the running of the system. Some parts of this method are an 

extension of the self-adapting software, and others include methods for the recognizing of errors 

in the code.  

Different approaches are taken to dynamically improving software to overcome a runtime 

error. In some cases, a library of pre-generated object code is available, and the configuration of 

the running system.[63]  In other cases that are not run-time, the known code can be parsed 

using a genetic algorithm to isolate cases of redundant or unreachable code. In some cases, 

such as the Microsoft Zune error, several code paths were generated, but only one held the true 

solution to the bug. [64].  Still other methods use grammars to compare the behavior of the code 

to the requirements of the program in order to find and correct the error. [65][66]  In other 

systems, rather than to alter the code, individual components can be rebooted or re-assigned to 

another source.[67] 

4.3.1.3 Components of a Self Repairing System 

Once these requirements have been defined, it is necessary to look into the ways a real 

design can handle these projects. Two elements appear to be key in the research for developing 

a self-adaptive system. These elements are control and monitoring. Control is the component of 

the system that has to run a feedback loop that allows the processing space for the adaptations 

to be made. The monitoring is to be able to detect events within the system in order to trigger the 

evolution of the software.[68] 

To begin with, a self-adaptive system must respond to changes in technology or the 

environment as time progresses. To do so, different types of monitoring mechanisms need to be 

put into place. Stubs, mirrors, gauges, wrappers and other objects are added to system code in 
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order to track the behavior of the system.[69][70][71][62][72][73]. These inserted elements into 

the design must then relay their results back to a parallel process that can make decisions based 

on the detected events.  

For the control mechanism, this tends to be a feedback loop, where the needs of the 

software follows the design goals of the system to see if the software is behaving in an 

acceptable manner.[74] Also the system has to be able affect the changes, whether it be the 

settings on a network relay or an actuator that can affect the environment. In addition, depending 

on the design, it is important to remember to include the human in the adaptation cycle.  

Computers should not be given the complete authority to self adapt in all situations without a 

human to take responsibility. The result of the control loop is to be that of a cyberphsyical 

feedback loop with a human being the judge of the adaptation. [75] 

For monitoring, several different methods have been described but they all take a similar 

pattern. A stub is connected into the software at the point where the parameters defined in the 

requirements are at a key point. Multiple versions of these stubs are placed in key areas of the 

software architecture to report the state of the system to an external monitor of the running code. 

This external monitor can then report to the processes in the control loop to determine if an event 

is detected. [76] Another approach is to look for an alternative path of execution within the 

program rather than to throw an exception. [77] 

The resulting pattern is the architecture of the software supports the ability to make 

changes through its life cycle. Changes can be made in runtime by monitoring the software and 

allowing the software to make self-configuration changes as necessary to keep the system 

functioning efficiently. [77] 

4.3.2 Applying Self Repair to a WSN 

Now, considering the definitions of the various self-repair systems, these methodologies 

could be applied to a wireless sensor network geared towards event detection in an assistive 

environment. The current WSN setup has event detection nodes deployed in the apartment and 

the results are transmitted back to a base station and a host machine that can act as a gateway 
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to other media and servers. To follow the systems described, additional components would have 

to be included in the design of the system. 

One system takes the approach  of changing the WSN so instead of having a single 

base station sink, it has multiple base station sinks. These in turn are controlled by a single 

manager node that is the root now of all the base stations. This way, when a fault occurs on one 

of the base-stations, the manager node can reroute traffic to another base station. [79] 

First, a sensor node does not, in itself, contain enough memory and computing power to 

include all the necessary analysis, code library, and compiling needed for a full self-repair system. 

The node, however, could report to the base stations that it is in need of repair, and even indicate 

in its message an error code that could be mapped to the exception handling available in java 

programming.  

Second, the base station sink node may also develop a fault, as was noticed during the 

validation experiments. Having a single base station sink in the system is also a hindrance. 

Additionally, adding another layer of messaging and protocols to the WSN would include the loss 

of event detection messages in the system.  

So, to improve the design of the WSN, a consideration is to include multiple base 

stations for event detection, and to add additional base stations for being the monitors of the self 

repairing aspect of the system.  

An additional function added to these nodes is that instead of being on the same radio 

frequency as the event detection nodes, a node under repair would switch to a new frequency 

and connect to the gateway machine. The gateway machine would then update its local record of 

the WSN to show which nodes were undergoing repair, and which were still in standard 

operation. Now the system would operate on two frequencies, a repair frequency and an event 

detection frequency.  

So, the system would start functioning, with the code stored in a library on the gateway 

machine, while the sensor nodes are in operation. When a runtime error occurs on a sensor 

node, the exception handling would be called. The sensor node would be in a recovery state, 

change its radio frequency, and signal one of the monitor base stations. The monitor would then 
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report the area to the gateway computer, which would then begin to analyze the error in the code. 

The self-repair analysis could then occur on the gateway machine, reviewing the code and 

performing the analysis to solve the runtime error.  

Once the update has been completed, then the system would perform an over-the-air 

(OTA) update of the sensor node.  SunSPOTs support the ability to update their runtime image 

over the airwaves from an appropriate base station. Once the download has completed, the 

individual sensor nodes can restart and proceed to rejoin the wireless sensor networks and begin 

again event detection. 

 

Figure 4.21 Possible Self Repair Framework for a WSN 

 

4.4 The Role of the Human for Decision Making in a Cyberphysical Framework 

The role of a human in a cyberphysical framework is not simply that the human is the 

user. There are different roles for the user depending on the tasks at hand when they interact with 
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a cyberphysical framework. To that end, three key roles exist for the human: the subject, the 

expert, and the maintainer. 

 

4.4.1 The User 

The subject is the user, the person of interest, the patient in need of care. This role 

interacts with the cyberphysical framework in both the passive and active capacity. The various 

sensors and devices placed within the environment will observe and record the activity of the 

subject. In addition, the subject may receive messages from the framework to remind them of 

tasks, medications, or even emergency situations. Additionally, the subject may request 

information from the framework. After all, the information gathered is information about the 

subject. 

4.4.2 The Caregiver 

Depending on the nature of a cyberphysical feedback loop, someone has to have the 

knowledge or the skill to evaluate or make use of the data gathered on a daily basis. This daily 

user is the Expert, such as a nurse, technician, or other specialist who interacts with the system.  

If the framework makes a decision about the aforementioned subject, the resulting decision will 

sometimes need to be ratified by the expert. On other occasions, such as an event of interest 

occurring within the assistive environment, the Expert could be a stakeholder who should be 

contacted about the situation. 

4.4.3 The Maintainer  

The maintainer is the human who would look at the long term course of events in the 

assistive environment. The maintainer would be the human who could set up the various sensors 

and devices, be able to look into and configure the software, or even be a researcher who can 

request a log of the collected data for research.   

4.4.4 Summary 

The subject, the expert, and the maintainer are the three roles that a human fits into in 

this definition of a cyberphysical framework. An example is in the SmartDrawer project. In this 

project, we define the user, the caregiver, and the maintainer as three  roles that interact with the 
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system. The user is the subject, the design allowing them to enter prescriptions and set 

schedules. The caregiver is an expert, a nurse who would check the log of medication over the 

course of the day. And the maintainer would be able to check the system, and study long-term 

trends in the data. 
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CHAPTER 5 

RELATED WORK 

5.1 Introduction 

Various other systems are in existence that utilize WSNs, RFID, smart furniture, and 

other devices. These systems go from individually worn sensor packages to complete 

installations at hospitals, nursing homes, or hidden in public view.  Other methods exist for the 

placement of cameras or other sensors within a modeled 3D Environment. 

5.2 Hospital Tracking Systems 

A system using WSNs for medical environments is CodeBlue [80] where the authors 

propose a network infrastructure for emergency medical care. Code Blue is designed to be used 

with a single hospital and a mixture of WSN and different ad-hoc devices such as PDAs to display 

their results.[81] 

Wireless sensor networks can have multiple uses from health care to security at a power 

station or for taking readings in a toxic environment where the motes have to be disposable. 

 

5.3 Reminder Systems 

A reminder system is a way of prompting a user, that they need to perform a certain task. 

This could be a cook in a kitchen, a manager at a warehouse, or a caregiver in an assistive 

environment. The Wisely Aware RFID Dosage (WARD) system is an integrated method of 

combining RFID information to ensure patient safety.  RFID information from the patient is 

combined with the database of the medication to guarantee that medicine that could harm the 

patient due to allergy or other conditions is not dispensed.  The goal is to remove any confusion 

of what medication a patient should receive using RFID tags to track their medical records[82]. 

Another system that uses prompting to remind a patient to do their needed exercise and take 

their medication is the AutoMinder system.  The AutoMinder is a robotic assistant program that 
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uses artificial intelligence to connect the needs of the patient with their schedule, and to prompt 

them with reminders of exercise, appointments, and medication by interfacing the patient’s plan 

with various devices such as telephones and PDAs [83]. 

Another RFID system is the NAMA-RFID reminder system for keeping track of products.  

As inventory decreases due to the supply being tracked by RFID, then the user is prompted to 

remember to re-stock [84]. Such a similar event could be used to remind a user it is time to refill a 

prescription.  Also, there are some other RFID applications are used in assistive environment.  

Such as Assistive Kitchen [85] from Technische Univ. in Germany, uses RFID tags on the objects 

in a kitchen, and later uses some mobile robot to sense the environment with RFID reader and 

also helps disabled people use such an assistive kitchen more efficiently. One of the more recent 

systems is called GlowCap [86], which is from Vitality, a startup company based in Cambridge, 

Massachusetts. Their reminder system targets the health and business problems with an Internet-

connected bottle-cap. The GlowCap uses a wireless connection to report how the subjects take 

the medicine, as well as plays a tune to remind the subject when it is time to take their medicine. 

This reminder system also keeps track of the doses day by day using a commercial database. 

But the disadvantage for GlowCap is that they use a battery powered wireless connection, and 

GlowCap will be disabled when the battery charge is too low. If such a system were to use a 

passive RFID tagging system instead, the energy consumption would not be an issue. 

5.4 Camera Systems 

Cowan and Kovesi [87][88] propose a technique where spheres are placed tangent to 

the surfaces to be observed. They search the intersection of these spheres to find camera and 

lighting positions. The search of the volume of overlapped spheres is extended to consider a 

series of constraints to the camera field of view. Given that the camera is on a fixed distance from 

the target object, the length is adjusted to find the best clarity of the picture (number of pixels 

across) as well as how far away the camera must be in order to see multiple targets. They find 

the camera’s position by minimizing and maximizing the length of the camera range according to 

these constraints. 
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Vásquez at al. [89] uses viewpoint entropy, a camera that sees from a single point of 

view in a 3D environment, to find how many surfaces can be seen from the sphere of view. These 

spherical approaches differ from our method by assuming a specific camera model that can see 

an entire sphere. Our method may consider any sensor model given a geometric solid to model 

its perception space. 

Chen at al. [90] proposed an automatic camera placement system for the assembly of 

machines by robots. They modeled the environment and the components in three dimensions. 

The method finds the most efficient viewpoint for seeing all the components in the environment. 

The main goal is to find the fewest viewpoints in the environment that generates a complete 

picture of the situation. They set up a series of constrains on the image, as well as developing the 

Viewpoint Planner tool for handling multiple viewpoints. 

Instead of using geometry, Fleishman et al. [91] used image-based modeling and 

rendered images to generate 3D scenes. Originally, cameras were placed into the scene using an 

ad-hoc method. The cameras are used to render and to view a 3D scene. However, their 

objective is to automatically place cameras to generate a dynamic scene from a walking zone. In 

this case, the view is constrained from the path of a 3D avatar. Ideally, the system should be able 

to view every polygon in the desired scene. The method tries to find the smallest number of 

cameras needed to complete the total view. This system could be used for a real world 

environment, by finding a subset of camera positions from a database of real camera positions. 

Mason et al. [92] designed a prototyping tool for deploying sensors in a network, by 

taking a CAD model and finding multiple positions for the sensors. The system finds the precise 

points in 3D space necessary for testing a target object. These points are used to control the 

positioning of sensors around the surface of the object. In order to find the best possible position, 

special target markers are needed to increase the precision. In order to keep the operating costs 

low, the method tries to use as few images as possible. 

Fiore et al. [93][94] addressed the problem of placing cameras in static positions to 

observe human activity. They developed a method of placing the cameras such that the chance 

of failure (of the algorithms used to observe activity and record events) is minimized. The 
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algorithm searches in 5 degrees of freedom for placing the cameras to watch the area of interest. 

The behavior of the algorithm turned out to be non-linear in nature. The method is being 

enhanced to work with a new design for multiple moving cameras. In addition, the camera 

mounting is important to watch pedestrian motion and to enhance security. If the cameras are not 

mounted correctly, the gathering of the information will be inefficient and not suitable for handling 

the time and space constraints. The camera needs to be placed to see the key motions of the 

pedestrians and, consequently, requires a wide angle view. The system is working in real world 

conditions and is being expanded to work with camera pairs. 

Bodor et al. [95] considered the problem of placing cameras to achieve a specific task. 

Unlike other methods, however, this system is using a series of images to analyze the 3D 

environment instead of using a 3D model. The goal of this research is to find the best way of 

placing the cameras in the environment to observe the scene. Traditionally, the approach is to 

place the cameras uniformly around the target to be observed, rather than take into consideration 

the human activity. The cameras are placed by analyzing the statistics of the motion pace to 

determine the scene. They consider moving, fixed, and occluded scenes while using real world 

time constraints. 

David et al. [96] developed the CAPTHOM system, a method of finding the human 

presence within an active environment. The goal was to build a system for the placement of the 

cameras that could both monitor the elderly and be energy efficient. They built a working 

simulator and a software tool to plan the best location for the sensors. The best method for 

installing the sensor network consisted of establishing the objectives, methods of detection, and 

clearly defining the problems in the system. The method employs two models, the model of the 

sensor to be placed in the environment, and the model of the environment itself. The constraints 

placed on the system depend on where the sensor views overlap, how many sensors are 

needed, and the points of electrical consumption within the environment. Currently, the scenes 

are for empty rooms only, but the authors plan to expand the system to include rooms populated 

with furniture. 
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He at al. [97] studied various forms of localization for geographic placement of sensors. 

This is more of a 2D approach than a 3D approach. They overlap target areas and examine DV-

Hop Counting propagation as a means to find the locations of the various sensors, rather than 

finding where to place the various sensors. 

5.5 Behavior Detection Systems 

Other universities and research groups are also studying human activity in assistive 

environments. Different groups have used various combinations of sensors and methods to study 

aspects of human behavior. Also, previous work related to this topic is also discussed. 

Lymberopoulos et. al. propose a methodology to extract human being’s activity from a 

person who is living in a home equipped with wireless sensor networks [98]. They use various 

types of sensors such as tracking cameras, door sensors, and passive infrared sensors (PIR) to 

monitor the person’s behavior. Using the raw data of the behavior, a sequence of detected 

sensing features is produced over time. They consider spatiotemporal feature, which has time, 

duration, and location. By these three elements, they can interpret the situation better, or even 

the same event in a totally different way. In order to extract daily activity patterns from data 

sequences, they use a-priori algorithm [15], which tries to find all the frequent sequences by 

searching the input set of episodes exhaustively. By this way, they try to find most frequent 

spatiotemporal activity patterns. Experiments are done for an elderly person in a home with PIR 

sensors for 30 days to extract daily activity patterns.  

Wood et. al, propose a framework of context-aware wireless sensor networks for 

assisted living and residential monitoring in [100]. The name of the system, AlarmNet is for elderly 

residents or patients who are needed to be monitored continuously in terms of their accidental 

behavior or health condition change. This system uses wireless sensor devices worn by patients 

such as ECG, pulse oximeter, or accelerometers, and emplaced sensors to measure or detect 

dust, temperature, or resident activities. SATIRE [101] is used for body networks that have 

wireless sensor devices to classify activities of daily living by analyzing data from accelerometer 

worn by residents or patients. SATIRE uses HMM (Hidden Markov Model) to identify human 

being’s activity. In order to give ad hoc queries and get answers from the stored sensed data, 
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they also developed SenQ [102], which is a query management system in AlarmNet. Context-

aware power saving for wireless sensors is adopted by turning off unnecessary sensors by 

considering current situation with spatial and temporal information. 

Tapia et. al, build a system for experiment to recognize human being’s activities using 

low-cost state-change sensors in their paper [103]. They install the sensors in two one-bedroom 

apartments so that they can gather all the activities from residents who are living in the apartment 

individually. Since many people do not like to be monitored especially by camera, they develop 

simple state-change sensors instead of using multi-purpose sensor motes. They are interested in 

recognizing activities such as grooming, cooking, and toiletry, that can be detected by the 

sensors they developed. Initially, they get pre-knowledge about what the residents are doing at 

particular moment by the context-aware experience sampling tool (ESM) so that the information 

can be used as a training set. Then the system calculates the temporal features (exists and 

before) to generate training examples. Bayesian network classifier is used to calculate the 

probability of the current activity. The work emphasized on user friendly sensors that mitigate the 

invasion of privacy when data for activities are collected. 
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CHAPTER 6 

SUMMARY AND EXTENSIONS 

6.1 Summary 

The original goal of the research was to establish a testbed apartment in which 

algorithms and methods could be tried and tested. True, this basic component was accomplished 

using the various brands of sensors, both wireless and wired, that have been deployed in the 

assistive living apartment. In addition, other components such as the automatic placement of 

sensors or the smart drawer have been included during the testing of the gear and the 

construction and reconstruction of the apartment. Wireless sensor networks, 3D modeling, radio 

frequency identification, and wired sensors have been combined with smart furniture, worn 

sensors, and verification cameras to result in a series of experiments that allow the monitoring of 

human behavior in a non-intrusive manner.  

6.2 Extensions 

The most obvious extensions of this work include the handling and processing of the 

episodic events as they are transmitted by the system and then stored for later analysis. Various 

different methods can be used in order to process the episodic events and events of interest to 

look for trends in human behavior or for abnormalities or for sudden changes. 

6.2.1 Applications for the Assistive Apartment. 

Once the assistive apartment has been constructed, and the wireless sensor network 

and other devices have been deployed, various methods can be applied to look for human 

behavior in the environment. One method of looking for abnormalities is to establish a dictionary 

of known activity, based on a series of events. Once the episodic events are constructed into a 

series, they can be processed to remove duplicates or even recognize events out of order. Once 

the sequences are cleaned and ready for analysis, the resulting comparison of a dictionary of 

known activity can be checked against the current actions within the apartment to look for 
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unknowns that signal a change in behavior.[54] Another approach is to use a Partial Order 

Markov Decision Process, which takes a combination of the episodic events as one of the inputs 

into the decision making process. Various inputs into the system allows the system to maximize 

the reward for a function that detects the state of the human in the environment. When the 

conditions are needed, some action, such as an internet phone call for help, can be made by the 

system. [93]  Yet another approach is the application of Hidden Markov Models(HMM). A HMM 

can be used to translate or map one series of inputs or observations into another set of labels 

that would identify the current action of the participant in the assistive apartment. 

[105][106][96][108].  All of these routines can be used to process the episodic events into 

responses of human activity. 

6.2.2 Advanced Approaches for the Assistive Living Apartment. 

Two other methods are of interest for the cyberphysical feedback loop and the scholastic 

context free grammars, which extend beyond simply applying and analyzing the events.  

For the cyberphysical feedback loop, there are two halves of the cycle to consider. The 

first half of the loop includes the episodes coming from the apartment and being available for a 

model or other refinement algorithm. In the ideal case, the system would recognize the activity, 

and proceed to use actuators to make physical changes to the assistive environment.   [7] Simple 

approaches to such a system would be to control the use of the power saving properties of the 

sensors deployed in the environment. A second layer of control would be to include actuators 

able to move and adjust, or be able to recommend changes in the layout of the apartment to 

improve the quality of life of the inhabitant. Additional components could include smart energy 

appliances, that would be able A final layer would be the deployment of robots that could respond 

to the conditions in the apartment, and able to handle either emergencies or even respond to 

conditions such as being a reminder for the taking of medication, exercise, or appointments. 

  For the second advanced study, would include the use of stochastic  context free 

grammars (SCFG) for the manipulation of the data in a hierarchal, rule based way that would be 

able to handle multiple possible combinations of events in order to identify a behavior. In a SCFG, 

as each token is processed, one or more rules are tracked and assigned a probability. When the 
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probability becomes too low, that branch of the grammar is pruned and the process continues. 

[109] The research by Lymberopoulos, et al. [110], took the movement patterns from a camera 

view, and constructed a hierarchal SCFG based upon the direction of change of the individual. 

This method had the advantage of   Another application of the SCFG turn was based on the work 

of Ogale [111] which includes the recognizing of the position of a human figure using the Natural 

Languages Toolkit. The toolkit breaks down the various data stream observations into 

‘phonemes’ that can be used to construct the SCFG. The problem with these methods is that a 

series of phonemes can occur in a series, and this can be solved by merging the events together 

and changing them from being a single time stamp to a start time and a duration, such as the 

chunking method by Geyik.[112] 

6.3 Future Work 

The future work for this framework of tools and methods for human activity recognition is 

just the beginning of a testbed on which multiple projects can be continued.  New technologies 

and other actions within the apartment testbed can lead to a variety of new research areas. 

Beyond the devices in the current version of the testbed, smart energy meters and appliances 

can have their own data streams that can be interpreted into events. The smart furniture can be 

expanded with more sensors and the WSN could be adapted to run some of the wired sensors 

from the Phidget family. The apartment testbed could be used to train and run robots within the 

environment to be of assistance to participants either as agents to remind them of their medicine, 

exercise, or therapy. In addition, they can be used as a remote platform for a caretaker to 

investigate the apartment in case of emergency or accident. Beyond these physical aspects, the 

data streams from the various inputs can be routed through a framework that can be fitted with 

metrics for database tagging or for quality of service measurements and experiments. And 

anything dealing with the private information about the activities of the individual provides a 

strong reason to investigate the security and privacy concerns these types of technology will 

generate.  And all of these future projects would need to be controlled by a human operator, 

requiring research into fast, easy to use interfaces so that both the individual, or a care taker, or a 

researcher could find the information they need in time to be useful.  
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