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ABSTRACT 
 

LOW COMPLEXITY H.264 TO VC-1 TRANSCODER 
 
 

Vidhya Vijayakumar, MS 

 

The University of Texas at Arlington, 2010 

 

Supervising Professor:  K.R.Rao 

The high definition video adoption has been growing rapidly for the last five years. 

The H.264 and VC-1 coding standards are two of the recent and dominant coding 

standards. Compared to H.264, VC-1 is less complex but capable of achieving the same 

visual quality as H.264. Hence there is increasing importance of techniques which can 

convert video from H.264 to VC-1 and thereby enable mobile devices to work with less 

complex codecs. While there has been recent work on VC-1 to H.264 transcoding, the 

published work on H.264 to VC-1 transcoding is nearly non-existent. This has created the 

motivation to develop a transcoder that can efficiently transcode a H.264 bitstream into a 

VC-1 bitstream. 

A low complex H.264 to VC-1 transcoder is proposed and developed in this 

research. The proposed architecture is similar to the cascaded transcoder architecture but 

with important changes. It consists of a complexity reduction module which is the key in this 

research. The aim of the complexity reduction module is to completely by-pass the motion 

estimation process, the mode decision process and also the transform size selection 

process. This is achieved by firstly extracting re-usable data from the incoming H.264 

bitstream. Secondly, efficient re-use of mode decisions, macroblock partition size and 

motion vector are employed. The proposed transcoder was implemented in C programming 

language and was tested with video sequences at various bit rates and motion activity. The 

performance of the proposed transcoder is comparable to the reference cascaded 
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transcoder in subjective quality and is about 80% faster. This translates to memory and 

power savings in mobile devices which is the ultimate aim of this research.   
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CHAPTER 1  

INTRODUCTION 

1.1 Significance of video 

Pervasive, seamless, high-quality digital video has been the goal of companies, 

researchers and standards bodies over the last two decades [1] [2] [3]. In some areas (for 

example broadcast television and consumer video storage), digital video has clearly 

captured the market, whilst in others (videoconferencing, video email, mobile video), market 

share is growing by the day. However, there is no doubt that digital video is a globally 

important industry which will continue to pervade businesses, networks and homes. The 

continuous evolution of the digital video industry is being driven by commercial and 

technical forces. The commercial drive comes from the huge revenue potential of 

persuading consumers and businesses to replace analog technology and older digital 

technology with new, efficient, high-quality digital video products and to adopt new 

communication and entertainment products. The technical drive comes from continuing 

improvements in processing performance, the availability of higher-capacity storage and 

transmission mechanisms and research and development of video and image processing 

technology [1] [2] [3]. Figure 1.1 gives an example of a home media ecosystem and the 

importance of video.  
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Figure 1.1 Home media ecosystem [4]  
 

1.2 Significance of video compression and its standardization 

Getting digital video from its source (a camera or a stored clip) to its destination (a 

display) involves a chain of components or processes. Key to this chain are the processes 

of compression (encoding) and decompression (decoding), in which bandwidth-intensive 

‘raw’ digital video is reduced to a manageable size for transmission or storage and then 

reconstructed for display. Getting the compression and decompression processes ‘right’ can 

give a significant technical and commercial edge to a product, by providing better image 

quality, greater reliability and/or more flexibility than competing solutions. There is therefore 

a keen interest in the continuing development and improvement of video compression and 

decompression methods and systems [1] [2] [3] . 

Data compression involves taking advantage of the redundancy in data to represent 

the information in compact form [5]. There are lossless as well as lossy compression 

techniques. If the data has been losslessly compressed, the original data can be recovered 

exactly with no loss. It is applied in areas where data loss can be detrimental. Text 

compression is an important area of lossless compression [5]. Lossy compression involves 

some loss of information; so the data cannot be recovered exactly. In exchange for such 

tolerable distortion much higher compression can be achieved. Speech compression can be 

an application where loss of information such as high frequency sounds above human 

hearing capacity can be lost without loss of fidelity. Video compression also involves lossy 
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compression [5]. Video has both spatial and temporal redundancies. Getting rid of these 

redundancies and other lossy techniques facilitate very high compression. The volume of 

video data is usually very high. For example, in order to digitally represent 1 second of video 

without compression (using CCIR 601 format [6]), more than 20 Mega bytes or 160 Mega 

bits is required [5]. This amount of data indicates the importance of compression for video 

signals since bandwidth usage plays a crucial role. Table 1.1 gives an idea of the bit rate 

needed for raw video without any compression.  

Table 1.1 Raw bit rate of uncompressed video 
 

Code Width Height Description Bit rate  

QCIF 176 144 Quarter CIF 9 Mbps 

QVGA 320 240 Quarter Video Graphics Array 27 Mbps 

CIF 352 288 Common Intermediate Format 36 Mbps 

HVGA 640 240 Half Video Graphics Array 55 Mbps 

VGA 640 480 Video Graphics Array 110 Mbps 

SD 720 486 Standard Definition 125 Mbps 

SVGA 800 600 Super Video Graphics Array 172 Mbps 

XGA 1024 768 Extended Graphics Array 283 Mbps 

XGA+ 
1152 768 

Extended Graphics Array plus 
318 Mbps 

1152 864 358 Mbps 

SXGA 1280 1024 Super Extended Graphics Array 471 Mbps 

SXGA+ 1400 1050 
Super Extended Graphics Array 

plus 
529 Mbps 

UXGA 1600 1200 Ultra Extended Graphics Array 691 Mbps 

HD 1920 1080 High Definition 746 Mbps 

QXGA 2048 1536 Quad Extended Graphics Array 1.1 Gbps 
     

Multimedia applications are targeted for a wide range of applications such as video 

conferencing, video on demand, mobile video broadcast and even medical applications. 

Given such wide range of applications, standardization of video compression techniques is 

essential. Standardization ensures interoperability of implementation from different vendors 

thereby enabling end-users to access video from different services both software and 

hardware [7]. There are numerous video compression standards both open-source and 

proprietary depending on the application and end-usage [8] [9] [10].  
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Experts from academia and industry have formed the Moving Pictures Experts 

Group (MPEG) and Video Coding Experts Group (VCEG) with the aim to bring 

standardization in coding moving pictures or video. The MPEG and VCEG joined together 

to form the Joint Video Team (JVT) in 2001 which developed the ITU-T Rec. H.264 | 

ISO/IEC 14496-10, commonly referred to as H.264/MPEG-4-AVC, H.264/AVC, or MPEG-4 

Part 10 AVC [9].  

VC-1 [10] is the informal name of the Society of Motion Picture and Television 

Engineers (SMPTE) 421 M video codec standards, which was initially developed as a 

proprietary video format by Microsoft before it was released as a formal SMPTE standard 

video format on April 3, 2006. It is today a widely supported standard found in HD DVDs, 

Blu-ray Discs, Windows Media Video 9, and Microsoft's Silver light framework [10]. 

1.3 Why is video transcoding important? 

Different video compression standards assume significance due to the difference in 

the access to network connectivity, bandwidth, computational capacity, display rate, etc. 

available to the end-user. To be able to deliver and reproduce video and other multimedia 

data flexibly according to the end-user's requirements and capability, content should be 

dynamically adapted to the user's environment. This can include altering characteristics 

such as bit-rate, frame-rate, spatial resolution, coding syntax and even content. The process 

of transcoding plays an important role fulfilling this requirement. A video transcoder is 

defined as an operation of converting video from one video format to another [11] [12]. 

Transcoding also has other applications such as in statistical multiplexing of video to 

maintain bandwidth, to include new attributes such as company logos, watermarks, etc., 

adding error resilience capabilities and others [11] [12]. 

1.4 Requirement and usefulness of H.264 to VC-1 transcoder 

The high definition (HD) video adoption has been growing rapidly for the last five 

years. The high definition DVD format blue ray has mandated MPEG-2 [13] [16], H.264 [9] 

and VC-1 [10] as video compression formats. The coexistence of these different video 

coding standards creates a need for transcoding. As more and more end products use the 
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above standards, transcoding from one format to another adds value to the product’s 

capability. While there has been recent work on MPEG-2 to H.264 transcoding [13] [16] [29] 

[30], VC-1 to H.264 transcoding [17], the published work on H.264 to VC-1 transcoding is 

nearly non-existent.  

The H.264 video format has a very broad application range that covers all forms of 

digital compressed video from low bit-rate Internet streaming applications to HDTV 

broadcast and Digital Cinema applications with nearly lossless coding. Digital Satellite TV 

quality, for example, was reported to be achievable at 1.5 Mbit/s, compared to the current 

operation point of MPEG 2 video at around 3.5 Mbit/s [14]. To ensure compatibility and 

problem-free adoption of H.264/AVC, many standards bodies have amended or added to 

their video-related standards so that users of these standards can employ H.264/AVC. The 

Digital Video Broadcast project (DVB) approved the use of H.264/AVC for broadcast 

television in late 2004. The Advanced Television Systems Committee [15] (ATSC) 

standards body in the United States approved the use of H.264/AVC for broadcast 

television in July 2008. It has also been approved for use with the more recent ATSC-M/H 

(Mobile/Handheld) standard, using the AVC and SVC portions of H.264. With the 

application of the H.264 compression technology to the video surveillance industry, the 

quality of the video recordings became substantially improved.  

VC-1 [10] [17] [18] is widely characterized as an alternative to the ITU-T/ MPEG 

video codec standard H.264/MPEG-4 AVC. VC-1 contains coding tools for interlaced video 

sequences as well as progressive encoding. The main goal of VC-1 development and 

standardization is to support the compression of interlaced content without first converting it 

to progressive, making it more attractive to broadcast and video industry professionals. The 

emphasis during development on reducing the computational power required by the VC-1 

decoder provides advantages for a broad range of media consumers. Personal computer 

users can decode full 1080i/p (interlaced/progressive) resolution video with off-the-shelf 

hardware, making HD video delivery a reality for the home computer. Perhaps more 

important than the benefits of VC-1 to the personal computer market is its value in the 

consumer electronics space. Hardware supporting VC-1 includes next generation DVD 

players, set-top boxes, portable media devices, wireless phones, and more. Major industry 
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players are selecting VC-1 for its scalability and quality. Figure 1.2 gives an example of the 

current VC-1 applications. 

 

Figure 1.2 An example of current VC-1 technology applications [4] 
 

1.4.1 Comparison of VC-1 with other codecs 

 
VC-1 is very competitive when compared to other codecs in use today. This section 

compares the performance of VC-1 with MPEG-2 and H.264. 

1.4.1.1 Quality Comparison 

 
VC-1 and H.264 represent a logical technological evolution in video compression 

compared to MPEG-2. Both of these codecs are generally able to achieve superior quality 

over MPEG-2 at comparable bit rates. 

Measuring the quality of a video codec is not easy, because the reconstructed 

image is not meant to be identical to the original. Ideally, only information that is 

perceptually irrelevant will be lost in the compression/decompression process, but what 

counts as "irrelevant" depends on the viewer's subjective response. It is important to note 

that an empirical codec comparison is always based on a practical implementation of a 

codec specification, which therefore means a compared codec is only as good as its 

implementation. It is very difficult to compare video compression standards in general terms 
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when there can be significant differences between quality and performance of various 

implementations within the same codec class. Codec comparison results can therefore vary 

greatly depending on selected encoder implementations, decoder (post-processing) 

implementations, video sources, encoding methods and user scenarios. 

One useful objective metric is the peak signal-to-noise ratio (PSNR) plotted against 

bit rate. PSNR is the ratio between the maximum value of a signal (255 for 8-bit video) and 

the quantization noise. A higher PSNR indicates a less noisy signal. For any codec, PSNR 

is expected to increase at higher bit rates, because higher bit rates translate to less 

aggressive compression. Thus, a graph that plots PSNR against bit rate shows the 

performance of the codec over a range of compression settings. 

The key arbiter of codec quality is the subjective appearance of the decoded video. 

For example, the DVD Forum [19] conducted tests to select codecs for the next-generation 

optical disc standard. Viewers from Hollywood film studios and major consumer electronics 

companies rated video clips on a scale of 1 to 5 for resolution, noise, and overall 

impression. Multiple codec implementations were tested, including MPEG-2 (24 Mbps 

represented as 24M and 7 Mbps represented as 7M), VC-1 (provided by Microsoft), H.264, 

and MPEG-4 Part 2 Advanced Simple Profile. The baselines against which the codecs were 

compared were D5 masters and D-VHS (24 Mbps).  

On all the three measures (resolution, noise, and overall impression), the quality of 

the Microsoft VC-1 encoder was judged closest to the original D5 master. By comparison, 

the H.264 encoder that was tested rated as comparable only to MPEG-2 on two of the three 

measures (resolution and overall impression), and was rated somewhat worse than VC-1 

on noise. Figure 1.3 shows the results of the DVD forum quality test.  Table 1.2 shows the 

ranking of the codecs by clip on a scale of 1-5.  
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Figure 1.3 DVD Forum Quality Test [28] 
 

Table 1.2 Ranking of codec by clip on a scale of 1(best) – 5(worst) [28] 
 

 VC-1 H.264 MPEG-2 

Dick Tracy 1 1 4 

Titan AE 1 2 3 

Harry Potter 1 2 2 

Stuart Little 2 1 3 2 

Seven 1 3 1 

Monsters, Inc 1 2 3 

 
 
VC-1 codecs have performed well in other independent subjective quality tests: 

• DV Magazine [20] found VC-1 to be superior to both MPEG-2 and MPEG-4.  

• TANDBERG Television [21] has found VC-1 produces significantly better quality 

than MPEG-2 and has quality comparable to H.264. These results were presented 

at the 2003 International Broadcasting Convention (IBC). 

• C'T Magazine [22], Germany's premiere audio-video magazine, compared various 

codecs, including VC-1, H.264, and MPEG-2, and selected VC-1 as producing the 

best subjective and objective qualities for high-definition (HD) video. 
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• The European Broadcasting Union [23] (EBU) found VC-1 had the most consistent 

quality in tests that compared Microsoft VC-1 [18], RealMedia V9 [25], the Envivio 

MPEG-4 encoder [26], and the Apple MPEG-4 encoder [27]. 

1.4.1.2 Complexity Comparison 

It is not enough to deliver high-quality video. A video codec must also be efficient to 

decode, particularly when the codec is implemented in hardware. Lower complexity means 

less silicon, lower cost, and fewer problems with power consumption and heat. Because 

they are more sophisticated, VC-1 and H.264 are both more complex to decode than 

MPEG-2. Yet VC-1 is more than twice as efficient to decode as H.264 [18]. A study by Third 

generation partnership project (3GPP), a collaboration group that sets up 3G mobile phone 

standards, found that VC-1 Main Profile requires 25 percent fewer cycles than the H.264 

Baseline. It should be noted that H.264 Main Profile requires even more cycles than 

Baseline, because it includes highly complex arithmetic coding, also known as CABAC. In 

fact, software decoding of VC-1 at 1080p (1920 × 1080 progressive) resolution is possible 

on today's off-the-shelf computer hardware. In the hardware domain, companies can do 

more with a single DSP because VC-1 is easier to implement [18].  

Table 1.3 Complexity comparison of VC-1 and H.264 for different video clips [28] 
 

Sequence  Millions of ARM cycles/second  

VC-1 Main  H.264 Baseline  

Foreman 27 38 

News 17 22 

Container 19 24 

Silent 18 25 

Glasgow 25 30 

1.4.1.3 VC-1 Adoption 

 
VC-1 has already been adopted by the digital video industry and a number of 

standards bodies and industry organizations in addition to SMPTE. 

• Next-Generation Optical Media - All of the leading next-generation optical media 
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formats have adopted VC-1 as a mandatory codec. The DVD Forum [19] has 

mandated VC-1, H.264, and MPEG-2 for the HD DVD format. The Blu-ray Disc 

Association [24] has mandated the same three codecs for their blue-laser Blu-ray 

Disc format. And the recent forward versatile disc (FVD) standard from Taiwan has 

adopted VC-1 as the only mandated video codec. 

• Chips [18] - Numerous DSP and chip manufacturers have begun to support VC-1. 

• Professional Video Equipment - VC-1 is being used for professional video 

broadcast and delivery today. Leading industry companies already have products 

on the market that support VC-1, ranging from encoders and decoders to 

professional video test equipment. 

• Home Networks [18] - VC-1 is an optional format in the Digital Living Network 

Alliance (DLNA) standards. DLNA is developing a set of interoperability guidelines 

for home networks. These guidelines will enable computers, portable devices, and 

home consumer electronic devices such as stereos and set-top boxes to share 

digital media seamlessly over a home network. 

• Mobile Devices [18] - VC-1 is one of the formats included in the Digital Video 

Broadcasting - Handheld (DVB-H) specification, and is a key component of Modeo's 

new DVB-H solution. VC-1 is also part of new broadband, Wi-Fi, and cellular 

delivery solutions such as MobiTV. 

Considering the ubiquitous usage of H.264 and VC-1 and the advantages of VC-1 over 

H.264 in terms of both quality and complexity from an end user’s point of view, a need for 

transcoding from H.264 to VC-1 is created.  Figure 1.4 gives a typical application scenario.  
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Figure 1.4  An application scenario for H.264 to VC-1 transcoding [29] 
 

1.5 Summary 

The research outline presented here proposes a reduced complexity transcoding 

technique to transcode an H.264 bitstream to a VC-1 bitstream. Before transcoding between 

these two codecs, it is important to understand the coding tools and syntax of both the 

codecs. The second chapter contains an overview of the H.264 codec. The third chapter 

describes the VC-1 standard. This chapter gives an overview of the coding technique used 

in VC-1 to achieve good quality at lower bit rates with minimal complexity. The fourth 

chapter deals with a comparison between the two standards. The fifth chapter describes the 

different transcoding architectures and the issues associated with heterogeneous 

transcoding. Finally, chapter six describes the proposed architecture, results, conclusion 

and suggestions on possible future work.  
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CHAPTER 2  

H.264 VIDEO CODING STANDARD 

2.1 Introduction 

 
H.264/MPEG4-Part 10 advanced video coding (AVC) introduced in 2003 became 

one of the latest and most efficient video coding standards [9]. The H.264 standard was 

developed by the Joint Video Team (JVT), consisting of VCEG (Video Coding Experts 

Group) of ITU-T (International Telecommunication Union – Telecommunication 

standardization sector), and MPEG (Moving Picture Experts Group) of ISO/IEC [9]. 

H.264 can support various interactive (video telephony) and non-interactive 

applications (broadcast, streaming, storage, video on demand) as it facilitates a network 

friendly video representation. It leverages on the previous coding standards such as MPEG-

1, MPEG-2, MPEG-4 part 2, H.261, H.262 and H.263 [32] and adds many other coding tools 

and techniques which give it superior quality and compression efficiency.  

The standardization of the first version of H.264/AVC was completed in May 2003. 

The JVT then developed extensions to the original standard that are known as the fidelity 

range extensions (FRExt) [35]. These extensions enable higher quality video coding by 

supporting increased sample bit depth precision and higher-resolution color information, 

including sampling structures known as YUV 4:2:2 and YUV 4:4:4. Several other features 

are also included in the fidelity range extensions, such as adaptive switching between 4×4 

and 8×8 integer transforms, encoder-specified perceptual-based quantization weighting 

matrices, efficient inter-picture lossless coding, and support of additional color spaces. The 

design work on the fidelity range extensions was completed in July 2004, and the drafting 

work on them was completed in September 2004. 

Scalable video coding (SVC) [38] as specified in Annex G of H.264/AVC allows the 

construction of bitstreams that contain sub-bitstreams that conform to H.264/AVC. For 

temporal bitstream scalability, i.e., the presence of a sub-bitstream with a smaller temporal 
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sampling rate than the bitstream, complete access units are removed from the bitstream 

when deriving the sub-bitstream. In this case, high-level syntax and inter prediction 

reference pictures in the bitstream are constructed accordingly. For spatial and quality 

bitstream scalabilities, i.e. the presence of a sub-bitstream with lower spatial resolution or 

quality than the bitstream, network abstraction layer (NAL) units are removed from the 

bitstream when deriving the sub-bitstream. In this case, inter-layer prediction, i.e., the 

prediction of the higher spatial resolution or quality signal by data of the lower spatial 

resolution or quality signal, is typically used for efficient coding. The scalable video coding 

extension was completed in November 2007. 

The next major feature added to the standard was Multiview Video Coding (MVC). 

Specified in Annex H of H.264/AVC, MVC enables the construction of bit streams that 

represent more than one view of a video scene. An important example of this functionality is 

stereoscopic 3D video coding. Two profiles were developed in the MVC work: one 

supporting an arbitrary number of views and designed specifically for two-view stereoscopic 

video. The Multi view Video Coding extensions were completed in November 2009 [14]. 

Like any other previous motion-based codecs, it uses the following basic principles 

of video compression [9]: 

•  Transform for reduction of spatial correlation 

•  Quantization for control of bit rate 

•  Motion compensated prediction for reduction of temporal correlation 

•  Entropy coding for reduction in statistical correlation. 

The improved coding efficiency of H.264 can be attributed to the additional coding 

tools and the new features. Listed below are some of the new and improved techniques 

used in H.264 for the first time [33]: 

•  Adaptive intra-picture prediction 

•  Small block size transform with integer precision 

•  Multiple reference pictures and generalized B-frames 

•  Variable block sizes 

•  Quarter pixel precision for motion compensation 
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•  Content adaptive in-loop deblocking filter and 

•  Improved entropy coding by introduction of CABAC (context adaptive binary 

arithmetic coding) and CAVLC (context adaptive variable length coding) 

The increase in the coding efficiency and increase in the compression ratio result in 

a greater complexity of the encoder and the decoder algorithms of H.264, as compared to 

previous coding standards. In order to develop error resilience for transmission of 

information over the network, H.264 supports the following techniques [33]: 

•  Flexible macroblock ordering (FMO) 

•  Switched slice  

•  Arbitrary slice order (ASO) 

•  Redundant slice (RS) 

•  Data partitioning (DP) 

•  Parameter setting 

2.2 Profiles and levels of H.264 

The H.264/AVC standard is composed of a wide range of coding tools. Also, the 

standard addresses a large range of bit rates, resolutions, qualities, applications and 

services. Not all the tools and all the bit rates are required for any given application at a 

given point of time. All the various tools of H.264 are grouped in profiles.  

2.2.1 Profiles in H.264 

 
Profiles are defined as a subset of coding tools. They help to maximize the 

interoperability while limiting the complexity [34]. Also, the various levels define the various 

parameters like size of decoded pictures, bit rate, etc. 

Figure 2.1 illustrates the coding tools for the various profiles of H.264. The profiles 

defined for H.264 can be listed as follows [35]: 

• Constrained baseline profile 

• Baseline profile 

• Main profile 
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• Extended profile 

• High profile 

• High 10 profile 

• High 4:2:2 profile 

• High 4:4:4 predictive profile 

• High stereo profile 

• High 10 intra profile 

• High 4:2:2 intra profile 

• High 4:4:4 intra profile 

• CAVLC 4:4:4 intra profile 

• Scalable baseline profile 

• Scalable high profile 

• Scalable high intra profile 

 

 

Figure 2.1 Different profiles in H.264 with distribution of various coding tools among the 
profiles [32] 

2.2.1.1 Baseline Profile 

 
The list of tools included in the baseline profile are I (intra coded) and P (predictive 

coded) slice coding, enhanced error resilience tools of flexible macroblock ordering, 

arbitrary slices and redundant slices. It also supports CAVLC (context-based adaptive 
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variable length coding). The baseline profile is intended to be used in low delay applications, 

applications demanding low processing power, and in high packet loss environments. This 

profile has the least coding efficiency among all the three profiles. 

2.2.1.2 Main Profile 

 
The coding tools included in the main profile are I, P, and B (bi directionally 

predictive coded) slices, interlace coding, CAVLC and CABAC (context-based adaptive 

binary arithmetic coding). The tools not supported by main profile are error resilience tools, 

data partitioning and SI (switched intra coded) and SP (switched predictive coded) slices. 

This profile is aimed to achieve highest possible coding efficiency. 

2.2.1.3 Extended Profile 

 
This profile has all the tools included in the baseline profile. As illustrated in the 

Figure 2.1 this profile also includes B, SP and SI slices, data partitioning, interlaced frame 

and field coding, picture adaptive frame/field coding and MB adaptive frame/field coding. 

This profile provides better coding efficiency than baseline profile. The additional tools result 

in increased complexity. 

2.2.1.4 High Profiles defined in the FRExts amendment 

 
In September 2004 the first amendment of H.264/MPEG-4 AVC video coding 

standard was released [35]. A new set of coding tools were introduced as a part of this 

amendment. These are termed as “Fidelity Range Extensions” (FRExts). The aim of 

releasing FRExts is to be able to achieve significant improvement in coding efficiency for 

higher fidelity material. It also has lossless representation capability: I PCM raw sample 

value macroblocks and entropy coded transform by-pass lossless macroblocks (FRExts 

only). The application areas for the FRExts tools are professional film production, video 

production and high-definition TV/DVD. The FRExts amendment defines four new profiles 

(refer Figure 2.2) [36]: 

•  High (HP) 

•  High 10 (Hi10P) 



 

 17  

•  High 4:2:2 (Hi422P) 

•  High 4:4:4 (Hi444P) 

 

Figure 2.2 Tools introduced in FRExts and their classification under the new high profiles 
[35] 

 

All four of these profiles build further upon the design of the prior Main profile. The provides 

a comparison of the high profiles introduced in FRExts with a list of different coding tools 

and which of them are applied to which profile. All of the high profiles include the following 

three enhancements of coding efficiency performance [37]: 

•  Adaptive macroblock-level switching between 8x8 and 4x4 transform block sizes 

 The main aim behind introducing 8x8 transform in FRExts was because high fidelity 

video demands preservation of fine details and textures. To achieve this, larger 

basis functions are required. However smaller transform like 4x4 reduces ringing 

artifacts and reduces computational complexity. The encoder adaptively choses 

between 4x4 and 8x8 transform.  

 The transform selection process is limited by the following conditions 

• If an inter-coded Macroblock (MB) has sub-partition smaller than 8x8 (i.e. 4x8, 

8x4, 4x4), then 4x4 transform is used. 

• If an intra-coded MB is predicted using 8x8 luma spatial prediction, only 8x8 

transform is used. 

•  Encoder-specified perceptual-based quantization scaling matrices 

 The encoder can specify a matrix for scaling factor according to the specific 

frequency associated with the transform coefficient for use in inverse quantization 
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scaling by the decoder. This allows optimization of the subjective quality according 

to the sensitivity of the human visual system, less sensitive to the coded error in 

high frequency transform coefficients [32]. 

•  Encoder-specified separate control of the quantization parameter for each chroma 

component 

Table 2.1 Comparison of the high profiles and corresponding coding tools introduced in the 
FRExts [35]  

 
Coding tools High High 10 High 4:2:2 High 4:4:4 

Main Profile tools x x x 
4:2:0 Chroma format x x x 
8 bit sample bit depth x x x 
8x8 vs. 4x4 transform adaptivity x x x 
Quantization scaling matrices x x x 
Separate Cb and Cr QP control x x x 

Monochrome video format x x x 
9 and 10 bit sample depth x x x 

4:2:2 Chroma format  x x 
11 and 12 sample bit depth   x 

4:4:4 Chroma format   x 
Residual color transform   x 

Predictive lossless coding   x 
 

2.2.1.5 Overview of Scalable Video Coding 

 
A video bit stream is called scalable when parts of the stream can be removed in a 

way that the resulting sub-stream forms another valid bit stream for some target decoder, 

and the sub-stream represents the source content with a reconstruction quality that is less 

than that of the complete original bit stream. The modes of scalability are temporal, spatial, 

and quality [38] . Spatial scalability and temporal scalability describe cases in which subsets 

of the bit stream represent the source content with a reduced picture size (spatial resolution) 

or frame rate (temporal resolution), respectively. With quality scalability, the sub-stream 

provides the same spatial-temporal resolution as the complete bit stream, but with a lower 

signal-to-noise ratio (SNR). Quality scalability is also commonly referred to as fidelity or 

SNR scalability. Figure 2.3 shows the basic principle and applications of scalable coding. 

Figure 2.4 illustrates the different scalabilities in MPEG-4/H.264.  
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Figure 2.3 Scalable video coding [39] 
 
 

 

Figure 2.4 The basic types of scalability in video coding [39] 
 

2.2.1.5.1 Spatial scalability 

 
For supporting spatial scalable coding, SVC follows the conventional approach of 

multi-layer coding. In each spatial layer, motion-compensated prediction and intra prediction 

are employed as for single-layer coding. In addition to these basic coding tools of 

H.264/AVC, SVC provides inter-layer prediction methods, which allow an exploitation of the 

statistical dependencies between different layers for improving the coding efficiency of 
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enhancement layers. The supported inter-layer prediction methods employ the 

reconstructed samples of the lower layer signal. The prediction signal is either formed by 

motion-compensated prediction inside the enhancement layer, by up-sampling the 

reconstructed lower layer signal, or by averaging such an up-sampled signal with a temporal 

prediction signal. Apart from these, two additional inter-layer prediction concepts have been 

added in SVC: prediction of macroblock (MB) modes and associated motion parameters 

and prediction of the residual signal. All inter-layer prediction tools can be chosen on a 

macroblock or sub-macroblock basis allowing an encoder to select the coding mode that 

gives the highest coding efficiency [38].  

2.2.1.5.1.1 Inter-layer intra prediction 

 
For SVC enhancement layers, an additional macroblock coding mode (signaled by 

the syntax element base_mode_flag equal to 1) is provided, in which the macroblock 

prediction signal is completely inferred from co-located blocks in the reference layer without 

transmitting any additional side information. When the co-located reference layer blocks are 

intra-coded, the prediction signal is built by the up-sampled reconstructed intra signal of the 

reference layer – a prediction method also referred to as inter-layer intra prediction.      

Inter-layer macroblock mode and motion prediction:  

When base_mode_flag is equal to 1 and at least one of the co-located reference 

layer blocks is not intra-coded, the enhancement layer macroblock is inter-picture predicted 

as in single-layer H.264/AVC coding, but the macroblock partitioning – specifying the 

decomposition into smaller block with different motion parameters – and the associated 

motion parameters are completely derived from the co-located blocks in the reference layer. 

This concept is also referred to as inter-layer motion prediction. For the conventional inter-

coded macroblock types of H.264/AVC, the scaled motion vector of the reference layer 

blocks can also be used as replacement for usual spatial motion vector predictor.  

Inter-layer residual prediction:  

A further inter-layer prediction tool referred to as inter-layer residual prediction 

targets a reduction of the bit rate required for transmitting the residual signal of inter-coded 
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macroblocks. With the usage of residual prediction (signaled by the syntax element 

residual_prediction_flag equal to 1), the up-sampled residual of the co-located reference 

layer blocks is subtracted from the enhancement layer residual (difference between the 

original and the inter-picture prediction signal) and only the resulting difference, which often 

has a smaller energy then the original residual signal, is encoded using transform coding as 

specified in H.264/AVC. 

2.2.1.5.2 SNR Scalability  

 
Different techniques exist in the Joint Scalable Video Model (JSVM) for providing 

SNR scalability [38].  

2.2.1.5.2.1 Coarse-Grain Scalability 

Coarse-Grain Scalability (CGS), which is similar to spatial scalability, uses different 

dependency layers with refinements. In the case of CGS, the difference is that no up 

sampling is required between successive enhancement layers. In every layer, quality 

refinements of the transform coefficients are stored by using a decreasing quantization step 

size. SVC supports up to eight CGS layers, corresponding to eight quality extraction points. 

Between successive refinement layers, inter-layer prediction is possible for both the motion 

information and the residual data. Also, the inter-layer intra prediction tool is used to further 

improve coding efficiency of intra-coded macroblocks. 

2.2.1.5.2.2 Fine-Grain Scalability 

 

Fine-Grain Scalability (FGS) uses an advanced form of bit-plane coding for 

encoding successive refinements of transform coefficients. The FGS slices have the 

property that they can be truncated at any byte-aligned position for SNR scalability. FGS 

SNR scalability has the advantage that it provides a larger degree of flexibility, allowing a 

quasi-continuous spectrum of achievable bitrates, while CGS is limited to a number of pre-

determined bitrates, i.e., one extraction point per layer. Due to its high computational 

complexity, however, the FGS concept was not included in one of the SVC profiles. As a 
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consequence, it was removed from the Joint Draft. After further study and complexity 

reduction, FGS might be included in a future amendment to the current SVC specification. 

2.2.1.5.2.3 Medium-Grain Scalability 

 

As an alternative to FGS, Medium-Grain Scalability (MGS) was introduced. MGS 

tackles a number of problems that are encountered for CGS, such as the limited number of 

rate points, and the lack of flexibility for bitstream adaptation. MGS increases the number of 

achievable rate points by allowing different quality levels within one dependency layer. The 

flexibility is improved by allowing the removal of these quality levels at any point in the 

bitstream. Switching between the number of dependency layers (as is required for CGS), is 

only allowed at certain pre-defined points. Presently, 16 quality refinement levels are 

allowed for every dependency layer. In conjunction with CGS, this means that 128 quality 

extraction points are now achievable for SVC bit-streams. 

2.2.1.5.3 Temporal scalability 

 

A bit stream provides temporal scalability when the set of corresponding access 

units can be partitioned into a temporal base layer and one or more temporal enhancement 

layers with the following property - Let the temporal layers be identified by a temporal layer 

identifier T, which starts from 0 for the base layer and is increased by 1 from one temporal 

layer to the next. Then for each natural number k, the bit stream that is obtained by 

removing all access units of all temporal layers with a temporal layer identifier T greater than 

k forms another valid bit stream for the given decoder [38]. For hybrid video codecs, 

temporal scalability can generally be enabled by restricting motion-compensated prediction 

to reference pictures with a temporal layer identifier that is less than or equal to the temporal 

layer identifier of the picture to be predicted. H.264/AVC provides a significantly increased 

flexibility for temporal scalability because of its reference picture memory control. It allows 

the coding of picture sequences with arbitrary temporal dependencies, which are only 

restricted by the maximum usable DPB size. Hence, for supporting temporal scalability with 
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a reasonable number of temporal layers, no changes to the design of H.264/AVC are 

required. The only related change in SVC refers to the signaling of temporal layers.  

2.2.2 Levels in H.264 

 
In H.264 /AVC, 16 levels are specified. Each level defines upper bounds for the bit 

stream or lower bounds for the decoder capabilities. A profile and level can be combined to 

define the conformance points. These points signify the point of interoperability for 

applications with similar functional requirements. The levels defined in H.264 are listed in  

Table 2.2. The level ‘1b’ was added in the FRExts amendment. 

Table 2.2 Levels defined in H.264 
 

Level 
number 

Typical picture 
size 

Typical 
frame rate 

Maximum 
compression 
 bit rate  

Maximum number of 
reference frames  

1 QCIF 15 64 kbps 4 
1b QCIF 15 128 kbps 4 

1.1 CIF or QCIF 
7.5 (CIF) / 
30 (QCIF) 192 kbps 2 (CIF) / 9 (QCIF) 

1.2 CIF 15 384 kbps 6 
1.3 CIF 30 768 kbps 6 
2 CIF 30 2 Mbps 6 
2.1 HHR  30 / 25 4 Mbps 6 
2.2 SD 15 4 Mbps 5 
3 SD 30 / 25 10 Mbps 5 
3.1 1280x720p 30 14 Mbps 5 
3.2 1280x720p 60 20 Mbps 4 
4 HD formats 60p / 30i 20 Mbps 4 
4.1 HD formats 60p / 30i 50 Mbps 4 
4.2 1920x1080p 60p 50 Mbps 4 
5 2k x 1k 72 135 Mbps 5 

5.1 
2k x 1k or  
4k x 2k 

120 / 30 240 Mbps 5 

2.3 H.264 Encoder 

Figure 2.5 illustrates the schematic of the H.264 encoder. H.264 encoder works on 

macroblocks and motion-compensation like most other previous generation codecs. Video is 

formed by a series of picture frames. Each picture frame is an image which is split down into 

blocks. The block sizes can vary in H.264. The encoder may perform intra-coding or inter-

coding for the macroblocks of a given picture. Intra coded frames are encoded and decoded 

independently. They do not need any reference frames. Hence they provide access points 

to the coded sequence where decoding can start. H.264 uses nine spatial prediction modes 
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in intra-coding to reduce spatial redundancy in the source signal of the picture. These 

prediction modes are explained in Section 2.3.1. Inter-coding uses inter-prediction of a given 

block from some previously decoded pictures. The aim is to use inter-coding to reduce the 

temporal redundancy by making use of motion vectors. Motion vectors give the direction of 

motion of a particular block from the current frame to the next frame. The prediction 

residuals are obtained which then undergo transformation to remove spatial correlation in 

the block. The transformed coefficients, thus obtained, undergo quantization. The motion 

vectors (obtained from inter-prediction) or intra-prediction modes are combined with the 

quantized transform coefficient information. They are then encoded using entropy code such 

as context-based adaptive variable length coding (CAVLC) or context-based adaptive binary 

arithmetic coding (CABAC) [32].  

 

Figure 2.5 H.264 Encoder block diagram [1] 

There is a local decoder within the H.264 encoder. This local decoder performs the 

operations of inverse quantization and inverse transform to obtain the residual signal in the 

spatial domain. The prediction signal is added to the residual signal to reconstruct the input 

frame. This input frame is fed in the deblocking filter to remove blocking artifacts at the block 

boundaries. The output of the deblocking filter is then fed to inter/intra prediction blocks to 

generate prediction signals. 

The various coding tools used in the H.264 encoder are explained in the Sections 

2.3.1 through 2.3.6. 
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2.3.1 Intra-prediction 

 
Intra-prediction uses the macroblocks from the same image for prediction. Two 

types of prediction schemes are used for the luminance component. These two schemes 

can be referred as INTRA_4x4 and INTRA_16x16 [16]. In INTRA_4x4, a macroblock of size 

16x16 pixels are divided into 16 4x4 sub blocks. Intra prediction scheme is applied 

individually to these 4x4 sub blocks. There are nine different prediction modes supported as 

shown in Figure 2.6. In FRExts profiles alone, there is also 8x8 luma spatial prediction 

(similar to 4x4 spatial prediction). FRExts also have low-pass filtering of the prediction to 

improve prediction performance.  

 

Figure 2.6 4x4 Luma prediction (intra-prediction) modes in H.264 [1] 
 

In vertical mode, the samples of the macroblock are predicted from the neighboring 

samples on the top. In horizontal mode, the samples of the macroblock are predicted from 

the neighboring samples from the left. In DC mode, the mean of all the neighboring samples 

is used for prediction. Diagonal down left mode is in diagonally down-left direction. Diagonal 

down right mode is in diagonal down-right direction. Vertical right mode is in vertical-right 
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direction. Horizontal down mode is in horizontal-down direction. Vertical left mode is in 

vertical-left direction. Horizontal up mode is in horizontal up direction. The predicted 

samples are calculated from a weighted average of the previously predicted samples A to 

M. 

For prediction of 16x16 intra block of luminance components, four modes are used. 

The three modes of mode 0 (vertical), mode 1 (horizontal) and mode 2 (DC) are similar to 

the prediction modes for 4x4 block. In the fourth mode, the linear plane function is fitted in 

the neighboring samples.  

 

Figure 2.7 4x4 Luma prediction (intra-prediction) modes in H.264 [1] 

The chroma macroblock is predicted from neighboring chroma samples. The four 

prediction modes used for the chroma blocks are similar to 16x16 luma prediction modes. 

The number in which the prediction modes are ordered is different for chroma macroblock: 

mode 0 is DC, mode 1 is horizontal, mode 2 is vertical and mode 3 is plane. The block sizes 

for the chroma prediction depend on the sampling format. For 4:2:0 format, the 8x8 size of 

chroma block is selected. For 4:2:2 format, the 8x16 size of chroma block is selected. For 

4:4:4 format, the 16x16 size of chroma block is selected [1]. Figure 2.8 illustrates chroma 

sub sampling.  
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Figure 2.8 Chroma sub sampling [1] 

2.3.2 Inter-prediction 

 
Inter-prediction is used to capitalize on the temporal redundancy in a video 

sequence. The temporal correlation is reduced by inter prediction through the use of motion 

estimation and compensation algorithms [1]. An image is divided into macroblocks; each 

16x16 macroblock is further partitioned into 16x16, 16x8, 8x16, 8x8 sized blocks. A 8x8 sub-

macroblock can be further partitioned into 8x4, 4x8, 4x4 sized blocks. Figure 2.9  illustrates 

the partitioning of a macroblock and a sub-macroblock [1]. The input video characteristics 

govern the block size. A smaller block size ensures less residual data; however smaller 

block sizes also mean more motion vectors and hence a greater number of bits required to 

encode these motion vectors [1].  
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(a) 

 

(b) 
 

Figure 2.9 Macroblock portioning in H.264 for inter prediction [1] (a) (L-R) 16x16, 8x16, 
16x8, 8x8 blocks (b) (L-R) 8x8, 4x8, 8x4, 4x4 blocks  

 
Each partition or sub-macroblock partition in an inter-coded macroblock is predicted 

from an area of the same size in a reference picture. The offset between the two areas (the 

motion vector) has quarter-sample resolution for the luma component and one-eighth-

sample resolution for the chroma components. The luma and chroma samples at sub-

sample positions do not exist in the reference picture and so it is necessary to create them 

using interpolation from nearby coded samples. Figure 2.10 and Figure 2.11 illustrate half 

and quarter pixel interpolation used in luma pixel interpolation respectively. Six-tap filtering 

is used for derivation of half-pel luma sample predictions, for sharper sub pixel motion-

compensation. Quarter-pixel motion is derived by linear interpolation of the half pixel values, 

to save processing power. 
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Figure 2.10 Interpolation of luma half-pel positions [1] 
 

 
 

Figure 2.11 Interpolation of luma quarter-pel positions [1] 

The reference pictures used for inter prediction are previously decoded frames and 

are stored in the picture buffer. H.264 supports the use of multiple frames as reference 

frames. This is implemented by the use of an additional picture reference parameter which 

is transmitted along with the motion vector. Figure 2.12 illustrates an example with 4 

reference pictures.  
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Figure 2.12 Motion compensated prediction with multiple reference frames [1] 
 

2.3.3 Transform coding 

 
There is high spatial redundancy among the prediction error signals. H.264 

implements a block-based transform to reduce this spatial redundancy [1]. The former 

standards of MPEG-1 and MPEG-2 employed a two dimensional discrete cosine transform 

(DCT) for the purpose of transform coding of the size 8x8 [1]. H.264 uses integer transforms 

instead of the DCT. The size of these transforms is 4x4 [1]. The advantages of using a 

smaller block size in H.264 are stated as follows: 

•  The reduction in the transform size enables the encoder to better adapt the 

prediction error coding to the boundaries of the moving objects and to match the 

transform block size with the smallest block size of motion compensation. 

•  The smaller block size of the transform leads to a significant reduction in the ringing 

artifacts. 

•  The 4x4 integer transform has the benefit for removing the need for multiplications. 

H.264 employs a hierarchical transform structure, in which the DC coefficients of 

neighboring 4x4 transforms for luma and chroma signals are grouped into 4x4 blocks 

(blocks -1, 16 and 17) and transformed again by the Hadamard transform as shown in 

Figure 2.13 (a). As shown in Figure 2.13 (b) the first transform H1 is applied to all samples 

of all prediction error blocks of the luminance component (Y) and for all blocks of 

chrominance components (Cb and Cr). For blocks with mostly flat pixel values, there is 

significant correlation among transform DC coefficients of neighboring blocks. Hence, the 
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standard specifies the 4x4 Hadamard transform (matrix H2 in Figure 2.13 (b)) for luma DC 

coefficients for 16x16 intra-mode only, and 2x2 Hadamard transform as shown in Figure 

2.13 (b) (matrix H3) for chroma DC coefficients. 

 

(a)  

 

(b) 

Figure 2.13  H.264 Transformation (a) DC coefficients of 16 4x4 luma blocks, 4 4x4 Cb and 
Cr blocks [1] (b) Matrices H1, H2 and H3 of the three transforms used in H.264 [32] 

2.3.4 Deblocking filter 

 
The deblocking filter is used to remove the blocking artifacts due to the block based 

encoding pattern. The transform applied after intra-prediction or inter-prediction is on blocks; 

the transform coefficients then undergo quantization. These block based operations are 

responsible for blocking artifacts which are removed by the in-loop deblocking filter. It 

reduces the artifacts at the block boundaries and prevents the propagation of accumulated 

noise. The presence of the filter however adds to the complexity of the system [1]. Figure 

2.14 illustrates a macroblock with sixteen 4x4 sub blocks along with their boundaries. 

(16x16 mode only) 
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Figure 2.14 Boundaries in a macroblock to be filtered (luma boundaries shown with solid 
lines and chroma boundaries shown with dotted lines) [1] 

 

As shown in the Figure 2.14, the luma deblocking filter process is performed on the 

16 sample edges – shown by solid lines. The chroma deblocking filter process is performed 

on 8 sample edges – shown in dotted lines. 

H.264 employs the deblocking process adaptively at the following three levels: 

•  At the slice level, the global filtering strength is adjusted to the individual 

characteristics of the video sequence 

•  At the block-edge level, a deblocking filter decision is based on inter or intra 

prediction of the block, motion differences, and the presence of coded residuals in 

the two participating blocks. 

•  At the sample level, it is important to distinguish between the blocking artifact and 

the true edges of the image. True edges should not be de-blocked. Hence a 

decision for deblocking at a sample level becomes important. 

2.3.5 Entropy Coding 

 
H.264 uses variable length coding to match a symbol to a code based on the 

context characteristics. All the syntax elements except for the residual data are encoded by 
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the Exp- Golomb codes [1]. The residual data is encoded using CAVLC. The main and the 

high profiles of H.264 use CABAC. 

•  Context-based adaptive variable length coding (CAVLC): 

 After undergoing transform and quantization the probability that the level of 

coefficients is 0 or +1 is very high [1]. CAVLC handles these values differently. It 

codes the number of 0s and +1. For other values, their values are coded. 

•  Context-based adaptive binary arithmetic coding (CABAC): 

 This technique uses the arithmetic encoding to achieve good compression. The 

schematic for CABAC is shown in Figure 2.15. 

 

Figure 2.15 Schematic block diagram of CABAC [1] 
 

CABAC consists of three steps: 

• Step 1: Binarization: A non-binary value is uniquely mapped to a binary sequence 

• Step 2: Context modeling: A context model is a probability model for one or more 

elements of a binarized symbol. The probability model is selected such that 

corresponding choice may depend on previously encoded syntax elements. 

• Step 3: Binary arithmetic coding: An arithmetic encoder encodes each element 

according to the selected probability model. 

2.3.6 B-slices and adaptive weighted prediction 

 
Bi-directional prediction, which uses both past and future frames for reference, can 

be very useful in improving the temporal prediction. Bi-directional prediction in H.264 uses 

multiple reference frames. Figure 2.16 show bidirectional prediction from multiple reference 

frames. The standards, before H.264, with B pictures use the bidirectional mode, with 

Update probability estimation 



 

 34  

limitation that it allows the combination of a previous and subsequent prediction signals. In 

the previous standards, one prediction signal is derived from subsequent inter-picture, 

another from a previous picture, the other from a linear averaged signal of two motion 

compensated prediction signals.  

 

Figure 2.16 Partition prediction examples in a B macroblock type: (a) past/future, (b) past, 
(c) future [1] 

 

H.264 supports forward/backward prediction pair and also supports forward/forward 

and backward/backward prediction pair [1]. Figure 2.16 (a) and Figure 2.16 (b) describe the 

scenario where bidirectional prediction and multiple reference frames respectively are 

applied and a macroblock is thereby predicted as a linear combination of multiple reference 

signals using weights as described in equation 2.1. Considering two forward references for 

prediction is beneficial for motion compensated prediction of a region just before scene 

change. Considering two backward reference frames is beneficial for frames just after scene 

change. H.264 also allows bi-directionally predictive-coded slice which may also be used as 

references for inter-coding of other pictures. Except H.264, all the existing standards 

consider equal weights for reference pictures. Equal weights of reference signals are 

averaged and the prediction signal is obtained. H.264 also uses weighted prediction [1]. It 

can be used for a macroblock of P slice or B slice. Different weights can be assigned to two 

different reference signals and the prediction signal is calculated as follows: 
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p = w1 * r1 + w2 * r2     (2.1)  

In (2.1), p is the prediction signal, r1 and r2 are the reference signals and w1 and 

w2 are the prediction weights. (Note * - simple multiplication) 

2.4 H.264 Decoder 

The H.264 decoder works similar in operation to the local decoder of H.264 

encoder. An encoded bit stream is the input to the decoder. Entropy decoding (CABAC or 

CAVLC) takes place on the bit stream to obtain the transform coefficients. These 

coefficients are then inverse scanned and inverse quantized. This gives residual block data 

in the transform domain. Inverse transform is performed to obtain the data in the pixel 

domain. The resulting output is 4x4 blocks of residual signal. Depending on inter predicted 

or intra-predicted, an appropriate prediction signal is added to the residual signal. For an 

inter-coded block, a prediction block is constructed depending on the motion vectors, 

reference frames and previously decoded pictures. This prediction block is added to the 

residual block to reconstruct the video frames. These reconstructed frames then undergo 

deblocking before they are stored for future use for prediction or being displayed. Figure 

2.17 illustrates the decoder.  

 

Figure 2.17 H.264 Decoder block diagram [1] 
 

2.5 Summary 

This chapter outlines the coding tools of H.264 codec. The next chapter describes 

the coding tools used in VC-1.  
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CHAPTER 3  

VC-1 VIDEO CODING STANDARD 

3.1 Introduction 

 VC-1 [40] [42] is the informal name of the SMPTE 421M video codec standard 

initially developed by Microsoft. It was released on April 3, 2006 by SMPTE. It is now a 

supported standard for blu-ray discs, and Windows media video 9 (WMV9). VC-1 is an 

evolution of the conventional DCT-based video codec design also found in H.261 [76], 

H.263 [77], MPEG-1 [75] and MPEG-2 [74]. It is widely characterized as an alternative to the 

latest ITU-T and MPEG video codec standard known as H.264/MPEG-4 AVC [14]. VC-1 

contains coding tools for interlaced video sequences as well as progressive encoding. The 

main goal of VC-1 development and standardization is to support the compression of 

interlaced content without first converting it to progressive, making it more attractive to 

broadcast and video industry professionals. 

The VC-1 codec is designed to achieve state-of-the-art compressed video quality at 

bit rates that may range from very low to very high. The codec can easily handle 1920 pixel 

× 1080 pixel resolution at 6 to 30 megabits per second (Mbps) for high-definition video. VC-

1 is capable of higher resolutions such as 2048 pixels × 1536 pixels for digital cinema, and 

of a maximum bit rate of 135 Mbps. An example of very low bit rate video would be 160 

pixel × 120 pixel resolution at 10 kilobits per second (Kbps) for modem applications. 

The basic functionality of VC-1 [42] involves a block-based motion compensation 

and spatial transform scheme similar to that used in other video compression standards 

such as MPEG-1 and H.261. However, VC-1 includes a number of innovations and 

optimizations that make it distinct from the basic compression scheme, resulting in excellent 

quality and efficiency. VC-1 advanced profile is also transport independent. This provides 

even greater flexibility for device manufacturers and content services. 
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3.2 Profiles and levels in VC-1 

3.2.1 Profiles in VC-1 

 
Profiles of a video codec define a subset of tools and algorithms (use of bi-predictive 

pictures, start codes, intensity compensation etc) used, and levels within a profile place 

constraints on the parameters that define a particular profile. VC-1 defines three profiles, as 

listed below 

1. The Simple profile targets low-rate internet streaming and low-complexity applications 

such as mobile communications, or playback of media in personal digital assistants. 

There are two levels in this profile. 

2. The Main profile targets high-rate internet applications such as streaming, movie 

delivery via IP, or TV/VOD over IP. This profile contains three levels. 

3. The Advanced profile targets broadcast applications, such as digital TV, HD DVD for PC 

playback, or HDTV. It is the only profile that supports interlaced content. In addition, this 

profile contains the required syntax elements to transmit video bit streams. This profile 

contains five levels.  

Table 3.1 lists all the profiles and levels, and the label associated to each of them and Table 

3.2 outlines the features in the different profiles in VC-1. 

 
Table 3.1 List of profiles and levels in VC-1 [10] 

 
Profile  Level  Label  
Simple Low SP@LL 

Medium SP@ML 
Main Low MP@LL 

Medium MP@ML 
High MP@HL 

Advanced L0 AP@L0 
L1 AP@L1 
L2 AP@L2 
L3 AP@L3 
L4 AP@L4 
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Table 3.2 Features in VC-1 profiles [10] 
 

Compression Feature Simple  Main  Advanced  

Baseline intra frame compression X X X 

Variable-sized transform X X X 

16-bit transform X X X 

Overlapped transform X X X 

4 motion vectors per macroblock X X X 

Quarter-pixel motion compensation Y X X X 

Quarter-pixel motion compensation U, V  X X 

Start codes  X X 

Extended motion vectors  X X 

Loop filter  X X 

Dynamic resolution change  X X 

Adaptive macroblock quantization  X X 

Bidirectional (B) frames  X X 

Intensity compensation  X X 

Range adjustment  X X 

Interlace:  Field and frame coding 
modes 

  X 

Self descriptive fields / flags   X 

GOP layer   X 

Display metadata    X 

 

3.2.2 Levels in VC-1 

 
There are several levels for each of the profiles. Each level limits the video 

resolution, frame rate, Hypothetical Reference Decoder bit rate (HRD), HRD buffer 

requirements, and the motion vector range. These limitations are shown in Table 3.3 
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Table 3.3 Levels in VC-1 [41] 

Profile Level Maximum Bit Rate Resolutions by Framerate 

Simple 
Low 96 kbit/s 176 x 144 / 15 (QCIF) 

Medium 384 kbit/s 
240 x 176 / 30 
352 x 288 / 15 (CIF) 

Main 

Low 2 Mbit/s 320 x 240 / 24 (QVGA) 

Medium 10 Mbit/s 
720 x 480 / 30 (480p) 
720 x 576 / 25 (576p) 

High 20 Mbit/s 1920 x 1080 / 30 (1080p) 

Advanced 

L0 2 Mbit/s 352 x 288 / 30 (CIF) 

L1 10 Mbit/s 
720 x 480 / 30 (NTSC-SD) 
720 x 576 / 25 (PAL-SD) 

L2 20 Mbit/s 
720 x 480 / 60 (480p) 
1280 x 720 / 30 (720p) 

L3 
 
 

45 Mbit/s 
1920 x 1080 / 24 (1080p) 
1920 x 1080 / 30 (1080i) 
1280 x 720 / 60 (720p) 

L4 135 Mbit/s 
1920 x 1080 / 60 (1080p) 
2048 x 1536 / 24 

 
 

3.3 VC-1 Codec structure 

The internal color format for VC-1 is 8-bit 4:2:0. The codec uses a block-based 

motion compensation and spatial transform scheme which, at a high level, is similar to all 

popular video compression standards. VC-1 performs block-by-block motion compensation 

from the previous reconstructed frame using a two-dimensional parameter called the motion 

vector (MV) to signal spatial displacement. A prediction of the current block is formed by 

looking up a same-sized block in the previous reconstructed frame that is displaced from the 

current position by the motion vector. Subsequently, the displaced frame difference, or 

residual error, is computed as the difference between the actual block and its motion-

compensated prediction. This residual error is transformed using a linear energy-

compacting transform, then quantized and entropy coded. 

On the decoder side, quantized transform coefficients are entropy decoded, de-

quantized and inverse transformed to produce an approximation of the residual error, which 

is then added to the motion-compensated prediction to generate the reconstruction. The 

high level description of the encoder is shown in Figure 3.1.  
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VC-1 has intra (I), predicted (P) and bi-directionally predicted (B) frames. Intra 

frames are those which are coded independently and have no dependence on other frames. 

Predicted frames are frames that depend usually on one frame in the past. Decoding of a 

predicted frame can occur only after all reference frames prior to the current frame starting 

from the most-recent intra frame. B frames are frames that have two references - one in the 

temporal past and one in the temporal future. B frames are transmitted subsequent to their 

reference, which means that B frames are sent out of order to ensure that their references 

are available at the time of decoding. B frames in VC-1 are not used as a reference for 

subsequent frames. This places B frames outside of the decoding loop, allowing shortcuts to 

be taken during the decoding of B frames without drift or long-term visual artifacts. This 

definition of I, P and B frames holds for both progressive and interlaced sequences. 

 

Figure 3.1 Block diagram of VC-1 encoder [42] 
 

3.4 Coding concepts of VC-1 

3.4.1 Color Space  

VC-1 codes a sequence of images in the YUV 4:2:0 color space.  

3.4.2 Macroblocks, Blocks, and Sub-blocks 

When VC-1 codes an image, it divides the image into macroblocks. Each 16x16 

macroblock is comprised of size 8x8 sample blocks (four Y blocks, one U block, and one V 
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block). Further, the coding method may divide an individual 8x8 block into two 8x4 blocks, 

two 4x8 blocks, or four 4x4 blocks. 

3.4.3 Transform Coding 

VC-1 uses a variation of the discrete cosine transform to convert blocks of samples 

into a transform domain to facilitate more efficient coding. The transform may operate on the 

full 8x8 block or any of the 3 supported sub-block sizes (8x4, 4x8, or 4x4). Unlike many 

codec standards preceding VC-1, the specification defines a bit-accurate transform method 

that all implementations are expected to conform to so as to minimize transform error. 

Figure 3.2 and Figure 3.3 illustrate the integer 8x8 and 4x4 inverse transforms used 

respectively.  

 

Figure 3.2 8x8 Transform in VC-1 [79] 

 

Figure 3.3 4x4 Transform in VC-1 [79] 

3.4.4 Zigzag 

 
After transforming sample data into the transform domain, VC-1 reorders the 

transformed data in a zigzag pattern which makes certain successive coding techniques 
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more effective. VC-1 has 13 different zigzag patterns depending on various parameters 

(block size, interlacing, prediction mode and intra/inter). 

In VC-1, there are three different zigzag patterns used for Intra blocks depending on 

Alternating current (AC) prediction on/off and Direct current (DC) prediction direction as 

shown in Figure 3.4 – (a) Normal/ (b) Horizontal/ (c) Vertical scan types. However, there is 

only one scan pattern for each type of Inter blocks – one each for (a) 8x8 Inter, (b) 4x8 Inter, 

(c) 4x4 Inter, and (d) 8x4 Inter blocks as shown in Figure 3.5. There are more scan patterns 

defined in the VC-1 standard, depending on Profile/ Levels. Note that Intra DC is specially 

treated like in most video coding standards. 

 

(a)    (b)     (c) 

Figure 3.4 Intra Zig Zag scan in VC-1 (a) Normal (b) Horizontal (c) Vertical  [79] 
 

 
Figure 3.5 Inter Zig Zag scan in VC-1 (a) 8x8 (b) 4x8 (c)8x4 (d) 4x4  [79] 
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3.4.5 Quantization 

Quantization is the compression step that potentially loses the most information in a 

lossy compression scheme such as VC-1. This codec (unlike many others) defines a direct 

way to scale DC/AC coefficients using the quantization parameter instead of specifying 

quantization matrices.  

Different macroblocks can use different quantization parameters (QP) in different 

ways - all macroblocks may have different quantization parameters, edge macroblocks only 

may have a different QP, two adjacent edges macroblocks may have a different QP, 

macroblocks from one particular edge may have a different QP or all macroblocks may have 

the same quantizer. For second to fourth case, there is a second quantizer for selected 

edge macroblocks, for the first case difference value between main and real quantizer is 

stored.  

3.4.6 Bit plane Coding 

VC-1 uses a number of bit planes which are simply maps of ones and zeros that specify 

properties for the macroblocks in an image. For example, a particular bit plane codes 

information about which macroblocks are not coded in a frame. These bit planes are coded 

into the final bitstream using a number of methods as follows:  

• raw (data from bit plane is actually stored in macroblock header)  

• row skip / column skip (each row or column are either zero - '0' bit is sent or coded - 

'1' bit and raw data bits are sent)  

• tiling (bit plane is split into 2x3 or 3x2 blocks, each block is coded with own 

codeword, remainder is coded with row skip and column skip method)  

Bit plane may be coded in inverted mode which is signaled by additional bit before bit plane 

data.  

3.4.7 VC-1 Intra Prediction 

Intra MBs are in I frames and optionally in the P/B frames of the VC-1 standard. VC-

1 has no spatial intra prediction. Recent video compression standards take advantage of 
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Intra prediction methods such as DC/ AC prediction from adjacent blocks. The VC-1 has DC 

/ AC prediction in the transform domain like in MPEG-4 part 2 [78]. DC prediction is always 

mandatory, while AC prediction is optional with AC prediction flag. Luma and chroma data 

perform independent Intra prediction as shown in Figure 3.6 

 

Figure 3.6 Intra AC/DC Prediction of 2 MBs in VC-1 [79] 
 

3.4.8 Motion Compensation 

 

As shown in Figure 3.7, a 16x16 luma can be broken into four 8x8 sub blocks for 

individual motion compensation (MC). The 8x8 size MC is pretty effective when the area to 

cover is not uniform in motion of texture such as in object boundaries. 
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For example, one of four 8x8 blocks in an object boundary MB can move in a 

different direction when it falls in the background with three other blocks occupied in the 

foreground. In such cases where motion is not uniform, smaller regions for MC can provide 

better performance in compression. This has been adopted in previous standards such as 

MPEG-4 Part 2. VC-1 moves forward one more step. Any of the 8x8 blocks in a MB can be 

coded as Intra mode as shown in Figure 3.7. For example, when a new pattern in the video 

is part of the frame now from the background (previously hidden) as the foreground content 

is moving, the Intra coding option can be considered for the area. 

 

Figure 3.7 Partition for Motion Compensation in VC-1 [79] 
 

VC-1 uses half-pel and quarter-pel inter frame motion compensation with either bilinear (like 

in H.264) or bicubic (extended version of motion compensation employed in Windows Media 

2) interpolation. VC-1 proposes four ME methods as follows:  

1. 16x16 block size (1MV) ½-pel bilinear,  

2. 16x16 block size (1MV) ½-pel bi-cubic,  

3. 16x16 block (1MV) ¼-pel bi-cubic,  

4. 8x8 block (4MV) ¼-pel bi-cubic. 

Note that the order of arrangement is in order of complexity and quality. Each application 

scenario can select a motion estimation (ME) method. For example, mobile handheld 

devices have relatively low computational power and typically do not need high quality 
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reproduction of video. In such a case, 16x16 block size ½-pel bilinear interpolation-MC is a 

good candidate for an encoder to select since this does not require high computational 

power and produces good quality. For HD-DVD, 8x8 block ¼-pel bi-cubic interpolation-MC 

might be a good choice since this would produce excellent quality through sophisticated 

predictors. When only ½-pel resolution is required, interpolation up to ½-pel is performed. 

When ¼-pel resolution is demanded, interpolation up to ¼-pel is performed. Figure 3.8 

illustrates the integer, half and quarter pel positions used in VC-1.  

 

Figure 3.8 Integer, half and quarter pel positions [42] 
(A-Q Integer, aa-hh half, a-s quarter pel positions) 

3.4.9 Huffman Coding 

All essential data in frames (like motion vectors, block coefficients) are encoded 

using static Huffman codes. Usually there are several sets of codes for each data type such 

as motion vectors, block coefficients. One set of codes is used throughout the whole frame. 
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The set index is usually defined in the frame header or derived from some parameters (like 

quantization or frame intra/inter). 

3.4.10 Intensity Compensation 

Intensity compensation is a special mode when the reference frame luma and 

chroma data are scaled before using it for motion compensation. When video scenes fade in 

and out, the content and textures are typically the same without movement. In this case, 

mainly the magnitude of luminance increases or decreases. Figure 3.9 illustrates this 

scenario. The lower part of the figure means that the scene is fading out. To effectively 

handle fade-in and fade-out scenes, the Intensity Motion Compensation (IMC) technique is 

used in VC-1. The key idea is to map luma and chroma data of the reference into an 

intensity-decreased or intensity-increased domain of the reference data as shown in Figure 

3.9. If a typical motion compensation is applied, pretty big residual data would be produced 

as shown in Figure 3.9. However, if the same motion compensation is applied for a 

remapped reference picture, almost minimal amounts of residual data are produced. This 

technique is only defined for P pictures in VC-1. B pictures are not considered for this tool. 

 

Figure 3.9 Intensity compensation in VC-1 [79] 
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Figure 3.10 Intensity mapping and look up table [79] 

3.4.11 Range Reduction  

Range reduction is used when the values of luma and chroma are neither not too 

low nor too high. The luma and chroma data range (0-255) is scaled down twice to 64-192 

(with center = 128), and is expanded back before displaying (used for prediction in simple 

and main profiles). 

3.4.12 Overlap transform smoothing 

There are two techniques used in VC-1 to eliminate blocky effects – Overlapped 

Transform (OLT) smoothing and in loop filtering (ILF). To clearly tell the difference between 

the two operations in VC-1, the term deblocking filter (DBF) is defined to refer to OLT and 

ILF together as one operation. There are three scenarios to tackle in VC-1 deblocking 

operation. High-low quality discontinuity as shown in Figure 3.11 (a) is enhanced with the 

OLT tool, while low-low quality discontinuity and high-high quality discontinuity as shown in 

Figure 3.11 (b) and Figure 3.11 (c) are enhanced with the ILF tool. Note that this kind of 

discontinuity comes from different quantization effects at neighboring blocks in different 

frequency components.  
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(a)    (b)    (c) 

Figure 3.11 Blocky effect due to quality discontinuity [79] (a) High quality – Low quality      
(b) Low quality – Low quality (c)  High quality – High quality 

The basic idea of the OLT is to switch the edge data of two adjacent blocks, where 

both of them are of original quality as shown in Figure 3.12. When two such adjacent blocks 

undergo Transform/Quantization and inverse Quantization/ inverse Transform, quantization 

error and/or blocky effects can be introduced in one block more severely than the other in 

certain cases. At the decoder, two edge data should be switched over again due to 

recovering original data topology. Then, a good quality block contains bad quality edges, 

while a bad quality block contains good quality edges. In other words, good quality and bad 

quality blocks diffuse each other. 

 

 Figure 3.12 Concept of over lapped transform smoothing [79]  

When the idea of Figure 3.12 is directly applied, high frequency components can be 

introduced due to edge exchange. Therefore, a filtering operation is defined as an OLT 

instead of simple data switch-over. The filtering operation required at the decoder is 

described in Figure 3.13; the inverse matrix of Figure 3.13 should be applied at the encoder 

Quan
t 

iQuan
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side. Note that the matrix is implementing a kind of low pass filter distributing original data 

around the edges of two adjacent blocks as was explained earlier. If some texture is lost in 

one block in the quantization, missing texture can be gained back due to inverse distribution 

operation at the decoder. When data is exchanged, Intra block and Inter block should not be 

exchanged (i.e., Inter is about residual data). Therefore, OLT is applied only to Intra coded 

blocks, which is always 8x8 size. In addition, when the data of two blocks is almost 

saturated at 255, filtering might introduce overflow due to the linear property of the operation. 

To avoid overflow, 128 level shift is defined for the OLT in the standard. Figure 3.14 

illustrates the edge pixels used in the overlap transform. 

 

Figure 3.13 Over lapped transform [79] 

 

 

Figure 3.14 Definition of edge pixels in OLT in VC-1 [79] 
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3.4.13 In loop filtering  

For I or B pictures, in loop filtering (ILF) is performed at all 8x8 block boundaries. All 

the horizontal boundary lines in the frame shall be filtered first, followed by the vertical 

boundary lines. For P pictures, blocks may be Intra or Inter-coded. Intra-coded blocks shall 

use an 8x8 inverse transform to reconstruct the samples, whereas Inter-coded blocks shall 

use an 8x8, 8x4, 4x8 or 4x4 inverse transform. The boundary between transform blocks or 

sub-blocks shall be filtered, unless the following exception holds: when the transform blocks 

(or sub-blocks) on either side of the boundary are both inter-coded, and when the MVs of 

these blocks (or sub-blocks) are identical, and when both blocks (or sub-blocks) have all 

transform coefficients equal to zero, filtering will not be performed. The reason for not 

filtering in this case is due to copying over an already filtered reference picture as explained 

in Figure 3.15 Typical boundary selection in P pictures for ILF is depicted in Figure 3.16. 

 
Figure 3.15 Filtering exception of in loop filtering 

 

 

Figure 3.16 Typical block boundaries in P frames for In loop filtering in VC-1 [79] 
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A filtering algorithm is applied with inputs p1, p0, q0, q1, producing smoothed 

outputs p0' and q0'. Only two pixels are adjusted for progressive video. The filtering 

algorithm is composed of three sub-steps – 1st sub-step of testing whether the video input is 

originally blocky looking, 2nd sub-step of comparing activities to see if the blocky effect on 

the edge is not serious compared with other two sides, and 3rd sub-step of actual 

adjustment at p0 and q0 when the filtering decision is made. 

 

Figure 3.17 Definition of edge pixels in in loop filtering [79] 

 



 

 53  

3.4.14 Intra and Inter macroblock encoding process 

Figure 3.18 and Figure 3.19 illustrates the basic steps used for encoding an intra 

and an inter macroblock respectively. The compression process uses block-based motion 

predictive coding to reduce temporal redundancy and transform coding to reduce spatial 

redundancy. 

 
Figure 3.18 Coding of Intra blocks [10] 

 

 
 

Figure 3.19 Coding of inter blocks [10] 
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3.5 Innovations in VC-1 

The important innovations that distinguish VC-1 from prior standards are: 

• Adaptive block size transform,  

• 16-bit implementation of the transform, 

• Multiple precision modes for motion compensation,  

• Uniform and non-uniform quantization,  

• Loop-filtering, and  

• Overlap smoothing.  

3.5.1 Adaptive block size transform 

Traditionally, 8x8 transforms have been used for image and video coding [45] [46]. 

The 8x8 size has the advantage of being dyadic, and large enough to capture and preserve 

trends and periodic structures. However, it is known that smaller transforms are better in 

areas with discontinuities because they produce fewer ringing artifacts [43] [44]. 

VC-1 takes the approach of allowing 8x8 blocks to be encoded using either 8x8, 

8x4, 4x8 or 4x4 transforms as shown in Figure 3.21. This allows the VC-1 codec to choose 

the transform size and shape that is best suited for the underlying data. The specific 

transform configuration used must be signaled as part of the bitstream. This signaling is 

performed in an efficient manner as well, as outlined below. 

The transform type can be signaled at the frame or at the macroblock or block level 

to optimize overhead for the bit rate and content type. If the signal is sent at the frame level, 

all blocks within the frame use the same transform type. Likewise, if the signal is sent at the 

macroblock level, all blocks within a macroblock (there are six 8x8 blocks in all, including 

four luminance and two chrominance blocks) use the same transform type.  

 

Figure 3.20 Macroblock (4:2:0) [1] 
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Block level signaling is specific to the current block. Macroblock and block level 

signaling can be mixed across macroblocks within one frame. This allows for coarse and 

fine level specification of the transform type, which is useful when the data is non-stationary. 

Frame level signaling helps in low-rate situations where the transform type coding overhead 

may be excessive.  

When macroblock or block level signaling is used there is a possibility of saving a 

few bits in static or perfectly predicted areas. When for the chosen transform type all 

quantized transform coefficients over a macroblock or block are zero, there is no need to 

send the transform type information, since all varieties of inverse transform will produce all-

zero blocks for an all-zero input. This allows the overhead to be reduced for static areas or 

areas that can be generated purely by motion compensation, and is a key factor for 

improved performance at low rates or for low-motion sequences such as talking heads. 

Intra frames and intra blocks/macroblocks in predicted frames use 8x8 transforms. 

The use of adaptive block transform achieves significant rate-distortion benefits. More 

importantly, from the point of subtle texture preservation (such as keeping film details and 

grain noise), adaptive transform sizes also provide significant subjective quality benefits [47] 

[48]. 

 

Figure 3.21 Transform sizes allowed in VC-1 [42] 
 

3.5.2 16-Bit Transforms 

The important motivation for the transform design is to minimize the computational 

complexity of the decoder while preserving the compression efficiency. The VC-1 inverse 

transforms are designed to be implemented in 16-bit fixed point arithmetic which facilitates 

software as well as hardware realizations. It is well known that 32 bit operations are 

expensive to implement on 16 bit processors which form a large percentage of commonly 
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used DSPs. Thus, the computational complexity of the decoder is significantly reduced, if 

the inverse transform can be implemented exactly in 16-bit fixed point arithmetic. The 

inverse transform requiring 32-bit integer or floating point arithmetic is more complicated.  

At the same time, the transform approximates the DCT [18], and thus retains the 

favorable energy compaction properties of the DCT on intra and residual video data.  The 

VC-1 transforms are designed to meet a list of constraints enumerated below. The 

transforms are separable, which allows the constraints to be defined for each one 

dimensional transform stage. The constraints for both the one dimensional 4 and 8 point 

transforms are:  

a) Transform coefficients are small integers.  

b) The transform is a 16 bit operation – where both sums and products of two 16 

bit values produce results within 16 bits.  

c) Forward and inverse transforms form an orthogonal pair.  

d) The transform approximates a DCT.  

e) Norms of basis functions within one transform type are identical so as to 

eliminate the need for any coefficient-indexed renormalization in the de -

quantization process.  

f) Norms of basis functions between transform types are identical. In other words 

the 4 and 8 point basis functions have the same norm. This allows the use of 

same quantization parameter between various transform types while 

maximizing the rate-distortion performance.  

It is impossible to find an 8x8 transform that meets all of these constraints 

simultaneously. The key innovation in VC-1 is to mildly relax constraints e and f, allowing 

the basis of the transform coefficients to be very close, though not identical, in norm. These 

small discrepancies between basis function norms are accounted for entirely on the encoder 

side with no loss in compression efficiency. 

Although the 4 and 8 point transforms (Figure 3.2 and Figure 3.3 respectively) are 

essentially described by the transform matrices, their two-dimensional implementations 

have additional restrictions. First, the rows of the de-quantized transform coefficients are 
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inverse transformed. This is followed by a rounding operation which is followed by inverse 

transformation of the columns, followed by another rounding operation. In order to operate 

within 16 bits with sufficient headroom and maximum accuracy, rounding is distributed 

between the horizontal and vertical transforms. In addition, the second transform stage 

exploits the specific transform matrix entries to achieve an extra bit of precision. The output 

of the inverse transform is in the range 10 bits which allows for headroom for quantization 

error beyond the theoretically possible 9 bits. 

3.5.3 Motion Compensation 

 
Efficiency of a video codec is closely related to the ability of the motion compensator to 

generate a good set of predictors. The quality of motion compensation is determined by 

three factors: 

1)   Sub-pixel resolution,  

2) Size of predicted area and  

3) Filters used for interpolation.  

While sub-pixel resolution improves the quality of prediction, the benefits of going to 

finer pixel resolutions are offset by the increased cost of coding motion vectors to higher 

degrees of precision. At low rates, higher precision in motion vectors is a liability since the 

percentage of bits used in coding motion vectors is significant. Motion vector resolution is 

either ½ or ¼ pixel in existing profiles in standard video codecs. VC-1 allows a maximum 

resolution of ¼ pixels. 

The second factor influencing the ability to generate good predictors is the size of the 

predicted area. Typically in the older formats, a single motion vector is used for a 

macroblock, which is a 16x16 pixel area in the luminance plane. MPEG-4 allows definition of 

motion vectors for 16x16 or 8x8 blocks; this choice is made for each macroblock being 

coded. H.264/AVC permits motion vectors to reference areas as small as 4x4. While this 

level of freedom can be useful at high bit rates, smaller areas impose higher computational 

overhead on the codec. Smaller blocks with randomly distributed motion vectors cause 

increased cache access, and they need more filtering steps on a per-pixel basis. Thus 
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increase the computational complexity of the decoder. VC-1 uses 16x16 block size by 

default, but allows for 8x8 block size in frames which are signaled as containing mixed 

motion vector resolution.  

Finally, the filter used for generating sub-pixel predictors is the third key determinant of 

the quality of motion compensation. Shorter filters are computationally simpler but have poor 

frequency response and are adversely influenced by noise. Longer filters using more pixels 

are computationally more difficult to implement. Moreover, images have strong local and 

transient characteristics that tend to get blurred with long filters. VC-1 trades off these 

considerations by using two sets of filters for motion compensation. The first is an 

approximate bicubic filter with four taps, and the second is a bilinear filter with two taps. 

Further, VC-1 combines the motion vector modes derived from the three criteria (MV 

resolution, size of predicted area and filter type) into a single mode. This combined mode is 

one of the following: 

• Mixed block size (16x16 and 8x8), ¼ pixel, bicubic – Mode 1 

• 16x16, ¼ pixel, bicubic  

• 16x16, ½ pixel, bicubic  

• 16x16, ½ pixel, bilinear  

This combined motion vector mode is signaled at the frame level. In general, higher bit rates 

tend to use the modes at the top of the list, and lower bit rates use modes towards the 

bottom of the list. Only when mode 1 is chosen, the predicted block size is allowed to be 

either 16x16 or 8x8, and the size is signaled at a macroblock level. In all other modes, only 

16x16 block sizes are used. The consolidation of these three criteria into one leads to a 

more compact decoder implementation, with no significant performance loss.  

3.5.3.1 Sub-pixel Filters 

In the existing codec standards, sub-pixel interpolation in two dimensions is 

performed by filtering in one dimension, rounding and clamping the intermediate value back 

to the input range of 8 bits, followed by filtering in the second direction, rounding and 

clamping. It is possible to achieve additional accuracy by retaining a higher precision result 

after the first stage of filtering. Another advantage is that since the clamping operation is 
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non-linear it may be more difficult to implement on certain processors (though clamping can 

be done easily on hardware and specific DSPs). 

VC-1 exploits this observation by defining the two dimensional filtering process as 

follows. First, filtering is performed in the vertical direction. Then, a rounding factor is added 

to the result and some bits are shifted out. The intermediate result is possibly outside of the 

[0 255] range. Next, the intermediate result is filtered in the horizontal direction. Finally, a 

second rounding parameter is added to the result which is shifted and clamped to within the 

range [0 255]. The two shifts are chosen so as to (a) add up to the required shift for 

normalizing the filters and (b) to allow for a 16 bit implementation – where the intermediate 

values in the second filtering operation are within 16 bits. The four-tap bicubic filters used in 

VC-1 for ¼ and ½ pixel shifts are: [-4 53 18 -3]/64 and [-1 9 9 -1]/16 [42]. 

3.5.3.2 Chrominance Channel 

Since chrominance motion vectors are implicitly derived from co-located luminance 

motion vectors, their accuracy is limited and offers scope for simplification. Also, the chroma 

channels have a strong low-pass component. VC-1 uses bilinear filters for chroma motion 

interpolation. In general, chroma motion vectors are obtained by dividing the co-located 

luminance motion vectors by 2 and rounding the result to a ¼ pixel position. In addition, 

there is a sequence level 1 bit field that controls the rounding of chroma motion vectors. If 

this bit is set, then the chroma motion vectors that are at quarter pixel offsets are rounded to 

the nearest full pixel positions – in effect only allowing ½ and full pixel locations for chroma 

motion vectors. The purpose of this mode is speed optimization of the decoder. 

The motivation for this optimization is the significant difference between the 

complexities of interpolating pixel offsets that are at a) integer pixel; b) half pel; c) at least 

one coordinate (of x and y) at a quarter pel; and d) both coordinates at quarter pel positions. 

The ratio of a:b:c:d is roughly 1:4:4.7:6.6. By applying this mode one can favor a) and b), 

thus cutting down on decoding time. Since this is done only for chroma interpolation, the 

coding and quality losses (especially subjective quality) are both negligible [42]. 
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3.5.4 Quantization  

Quantization and de-quantization of transform coefficients are key steps that can 

critically affect the rate-distortion performance of a video codec. Earlier standards such as 

MPEG-2 use quantization with a dead-zone, where all quantization intervals except the 

dead-zone are of the same size—the dead-zone being typically larger. The quantization 

intervals and reconstruction levels of a dead-zone quantizer are shown in Figure 3.22 a. The 

use of a dead-zone leads to substantial bit savings at low bit rates. 

In regular uniform de-quantization, the reconstruction levels are all equally spaced. 

The quantization intervals and reconstruction levels of a regular uniform quantizer are 

shown in Figure 3.22 b. This kind of a quantizer performs better at higher bit rates. 

VC-1 allows for the use of both dead-zone and regular uniform quantization. The 

type of quantizer is signaled at the frame level, and the appropriate de-quantization rule is 

applied to all coefficients within the frame by the decoder. The encoder typically uses dead-

zone quantizer at larger step sizes, and uses uniform quantizer at lower step sizes. 

Although this rule works well across a variety of sequences, other factors such as the noise 

within a sequence and rate control parameters may be used in more sophisticated encoders 

to fine-tune the choice of quantizer type. The flexibility to switch between dead-zone and 

regular uniform quantization is a key factor in the superior performance of VC-1 at both low 

and high bit rates. 

 

Figure 3.22 VC-1 quantization and dequantization rules showing (a) dead-zone and (b) 
regular uniform quantization – arrows are reconstruction levels, and gray boxes are 

recommended quantization bins (for alternate intervals) [42] 
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Differential quantization is an encoding method in which multiple quantization steps 

are used within a single frame. Rather than quantize the entire frame with a single 

quantization level, macroblocks are identified within the frame that might benefit from lower 

quantization levels and greater number of preserved AC coefficients. Such macroblocks are 

then encoded at lower quantization levels than the one used for the remaining macroblocks 

in the frame. The simplest and typically most efficient form of differential quantization 

involves only two quantizer levels (bi-level dquant), but VC-1 supports multiple levels, also. 

3.5.5 Loop Filtering 

Compression can induce discontinuities at block boundaries, and these 

discontinuities show up as visible ‘blocky’ artifacts. Moreover, these artifacts affect the 

quality of the reconstructed frame as a predictor for future frames. To mitigate these effects, 

the VC-1 scheme uses an in-loop deblocking filter. The filtering is performed on the 

reconstructed frame prior to its use as a reference frame for the subsequent frame(s). 

Therefore, the encoder and decoder must perform the same filtering operation. 

In P pictures, the boundary between a block and a neighboring block is not filtered if 

both blocks have the same motion vector and if both blocks have no residual error. This 

prevents over-smoothing of block boundaries where quantization or motion compensation 

induced discontinuities are unlikely to occur. This constraint also lowers the complexity of 

the loop-filtering process in P pictures. 

Due to the various condition checks involved, loop filtering is a computationally 

expensive process. VC-1 uses a shortcut to reduce computations. Determination of whether 

to smooth across an edge or not is made only once every four pixels. This shortcut helps 

speed up the loop filtering process with little rate-distortion or visual detriment. 

3.5.6 Overlap transform 

While loop-filtering can mitigate artifacts due to boundary discontinuities, it cannot 

distinguish between both block-aligned true edges and apparent (quantization induced) 

block edges. This drawback is the result of loop-filtering being purely a decoder (and 
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reconstruction loop on the encoder) process since there is no accounting for the fact that a 

deblocking filter is being applied to the forward process of encoding. Moreover, the loop-

filter is a conditional non-linear operation, and hence may be disabled in the less complex 

profiles due to its computational requirements. 

It is simpler to use a lapped transform to minimize block boundary artifacts in intra-

coded macroblocks, while avoiding the drawbacks of loop-filtering. The use of lapped 

transform is motivated by the following observation: Intra coding in video codecs is 

performed by partitioning the picture into tiles, performing a linear transform, and quantizing 

the transform coefficients. At higher levels of quantization, fewer coefficients are quantized 

to non-zero values. Since the spatial support of the transform basis is restricted to the block 

(typically 8x8 pixels), the influence of any given non-zero coefficients is circumscribed by 

this support. This causes apparent edge artifacts at the block boundaries. 

A lapped transform is a transform whose input spans, besides the data elements in 

the current block, a few adjacent elements in neighboring blocks. On the reconstruction side 

the inverse transform influences all data points in the current block as well as a few data 

points in neighboring blocks. In two dimensions, the lapped transform is a function of the 

current block, together with select elements of blocks to the left, top, right, bottom and 

possibly top-left, top-right, bottom-left and bottom-right. The number of data points in 

neighboring blocks that are used to compute the current transform is referred to as the 

overlap. 

A spatial domain realization of the lapped transform is used in VC-1. The key 

advantage of the spatial domain realization of the lapped transform is that an existing block 

based codec can be retrofitted with a pre and post processing stage to derive the benefits of 

the lapped transform. The post-processing step is a linear smoothing filter applied to the 

inverse transform reconstruction, within the decode loop. The pre-processing step is the 

inverse of post-processing. 

Certain critical design issues emerge when the spatial domain lapped transform is 

implemented by means of pre-processing and post-processing stages in an existing codec. 

The key issues are range expansion, need for higher precision arithmetic, and reduced 
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quality in high contrast regions. VC-1 handles these issues by a combination of techniques. 

First, the lapped transform is used only for a certain quantization and higher, i.e. at the lower 

bitrates where blocking artifacts are more apparent. Second, the pre and post-processing 

operations are not true inverses of each other – the post-processing smoothing operation is 

heavier than the pre-processing sharpening operation. Third, the range of intermediate data 

is clamped to 9 bits to prevent underflow or overflow. 

Further, VC-1 allows for the signaling of the overlap smoothing at the macroblock 

level for an intermediate range of bit rates. Thus, overlap can be enabled in high texture 

areas and disabled in smooth regions providing additional perceptual benefits. 

3.5.7 Interlaced Coding 

Interlaced video content is widely used in television broadcasting. When encoding 

interlaced content, the VC-1 codec can take advantage of the characteristics of interlaced 

frames to improve compression. This is achieved by using data from both fields to predict 

motion compensation in interpolated frames. 

3.5.8 Advanced B Frame Coding 

A bi-directional or B frame is a frame that is interpolated from data both in previous 

and subsequent frames. B frames are distinct from I frames (also called key frames), which 

are encoded without reference to other frames. B frames are also distinct from P frames, 

which are interpolated from previous frames only. VC-1 includes several optimizations that 

make B frames more efficient. VC-1 does not have a fixed group of pictures (GOP) structure 

and the number of pictures in a GOP can vary. 

3.5.9 Fading Compensation 

Fading compensation is used by VC-1 to improve the performance of motion 

compensation on video sequences that include fading effects such as fade-to-black, fade-

from-black and cross-fades. This tool helps in the generation of better predictors since 

luminance change cannot be modeled by motion compensation. Fading detection comprises 

computing an error measure for the current video image relative to the original reference 
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video image, and comparing the error measure with a threshold. If fading is detected, the 

encoder computes the fading parameters which specify a pixel-wise linear first order 

transform of the reference image. The fading parameters are quantized and signaled to the 

decoder. The encoder and decoder use the quantized fading parameters to transform the 

original reference frame into a new reference frame, which is used for motion compensation. 

This process allows motion compensation to find better predictors for each block, and thus 

code more blocks as inter-blocks. Thus fading compensation improves the overall 

compression efficiency of VC-1 on sequences with fading, or other global illumination 

changes. 

3.6 Summary 

This chapter outlines the coding tools used in VC-1. Having an understanding of 

H.264 from chapter two and VC-1 from this chapter, the next chapter compares the two 

standards and brings out the similarities and differences between the two.  
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CHAPTER 4  

COMPARISON OF H.264 AND VC-1 

4.1 Introduction 

The high definition video adoption has been growing rapidly for the last five years. 

The high definition DVD format blue ray has mandated MPEG-2 [13] [16], H.264 [9] and VC-

1 [10] as video compression formats. The coexistence of these different video coding 

standards creates a need for transcoding. As more and more end products use these 

standards, transcoding from one format to another adds value to the product’s capabilities. 

It is very important to be able to understand the difference between the two 

encoding standards (H.264 and VC-1) before the process of transcoding between these two 

standards is described. This chapter describes the comparison of performance between 

these two codecs for comparable profiles. The two profiles looked at are VC-1 simple profile 

and H.264 baseline profile. 

4.2 Comparison of features and coding tool 

H.264 [1] is a set of encoding tools to provide high quality video at low bit rates. A 

lot of encoding tools employed in order to achieve that include significant computation to 

reduce the bit rate. Hence H.264 is significantly computationally involved compared to 

other codecs. The main advantage that VC-1 standard on the other hand is that it can 

keep the encoding process as simple as possible, thereby achieving processor 

friendliness. VC-1 stresses the processor significantly less compared to H.264. As a 

result there is a lot of difference between different encoding tools employed in the two 

codecs. The Table 4.1 provides a high level overview of the difference between the 

various features of the two standards – VC-1 and H.264. 
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Table 4.1 Comparison of H.264 baseline and VC-1 simple profile tools 
 

Feature  H.264 Baseline  VC-1 Simple  
Picture type I, P I, P 

Transform Size 4x4 4x4, 4x8, 8x4, 8x8 
Transform Integer DCT Integer DCT 

Intra Prediction 4x4, 16x16 spatial, 
IPCM 

Frequency domain DC 
and AC Prediction 

Motion Compensation 
Block Size 

16x16, 16x8, 8x16, 
8x8, 8x4, 4x8, 4x4 16x16, 8x8 

Total MB Modes 7 inter + (9 + 4) intra 3 
Motion Vector 

resolution ¼ pixel ¼ pixel 

In loop filter Deblocking Deblocking, Overlap 
transform 

Reference Frames Single, Multiple Single 
Entropy coding CAVLC Adaptive VLC 

 

For the P-frames VC-1 does not make use of multiple frames for motion estimation / 

motion compensation as compared to H.264 (refer Figure 2.12). Due to the presence of 

multiple prediction frames in H.264 the prediction frame buffers need to be larger. Also the 

presence of more than one prediction frame allows weighted prediction. VC-1 does not 

support weighted prediction. VC-1 needs only one frame buffers for prediction based on 

previous frame.  

H.264 has up to 9 intra-prediction modes (Section 2.3.1). The intra-prediction 

modes in H.264 make use of adjacent pixel redundancy. Intra-prediction contributes to 

significant increase in complexity of H.264. There is no spatial intra prediction in VC-1; it 

only has a low cost DC and an AC prediction as noted earlier in Section 3.4.7. However VC-

1 cannot achieve the significant redundancy reduction that H.264 achieves for intra-

prediction. The intra-prediction modes in H.264 increase the complexity by roughly 2-16 

times. 

 
Inter-prediction in H.264 can be carried out for multiple MB and sub-MB sizes 

including 4x4, 4x8, 8x4, 8x8, 8x16, 16x8 and 16x16 (Section 2.3.2). This helps H.264 

achieve much finer prediction thereby reducing the bit rate. VC-1 supports 16x16 and 8x8 

MB sizes for motion estimation. A major amount of complexity in an encoder comes from 

motion estimation and compensation. Hence, lowering the complexity in the motion 

estimation process in VC-1 reduces the CPU utilization to a very large extent. 
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Both the codecs support up to 1/4 pixel accuracy for motion vectors. In order to 

generate sub-pixel values for sub-pixel motion search, interpolation filters are required. 

Whereas H.264 used 6-tap filtering (refer Figure 2.10 and Figure 2.11) for this VC-1 makes 

use of bilinear and bi-cubic filters which give better subjective quality.  

H.264 has an in-loop deblocking filter (Section 2.3.4). VC-1 has an in loop 

deblocking filter that is less complex compared to H.264. In H.264, deblocking decision is 

taken for all 4 sets of pixels for every 4x4 boundary (refer Figure 2.14). In VC-1, the 

complexity is reduced to one single decision per boundary. Also, H.264 filters up to 6 pixels 

in each set of 8 pixels, where as VC-1 filters only 2 pixels in each set of 8 pixels.   

The DCT used in H.264 is an integer DCT. This DCT is described in Section 2.3.3. 

VC-1 uses a different integer DCT which is adaptive and aims to club as many zero 

coefficients together as possible. To achieve this VC-1 makes use of different scan ordering 

for inter and intra. These processes are described in Section 3.4.3 and 3.4.4. Whereas for 

most of the profiles, H.264 has only 4x4 integer DCTs, VC-1 has 8x8, 8x4, 4x8 and 4x4 

integer DCT in all profiles.  

4.3 Performance comparison 

It is well understood that the newer video bit-stream formats such as VC-1 and 

H.264 allow for superior compression performance (in terms of rate-distortion plots) 

compared with the older formats such as MPEG-2 [74] and MPEG-4 part 2 (visual) [78]. The 

more interesting question that remains to be answered is the relative performance of VC-1 

versus H.264. In general, video formats are difficult to compare because of several reasons. 

Primarily, formats define syntax, and not a specific implementation. Any experimental 

comparison therefore compares individual encoder implementations rather than the format 

itself. Secondly, the most meaningful comparison is a subjective one. However, subjective 

tests are difficult to conduct in a statistically meaningful manner. Finally, objective 

comparisons such as PSNR etc collapse the time varying encoder performance into a single 

data point. This glosses over aspects of rate control (which may be very different between 

encoder implementations), error patterns and temporal artifacts. 
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Having provided the above disclaimer, a rate-distortion result comparing VC-1 

(Microsoft’s WMV 9 implementation [50]) with H.264/AVC (Nokia implementation [51]) is 

presented. The results in Figure 4.1 and Figure 4.2 suggest that the PSNR performance of 

both codecs is data dependent and relatively similar. It must also be borne in mind that the 

complexity of H.264 is noticeably higher than that of VC-1. 

 

Figure 4.1 Glasgow - PSNR vs. Bitrate for WMV-9 Main (without B frames) and H.264/AVC 
Baseline, in favor of the former [42] 

 

 

Figure 4.2 Stefan - PSNR vs. Bitrate for WMV-9 Main (without B frames) and H.264/AVC 
Baseline, in favor of the former [42] 

 

dB
 

dB
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When it comes to subjective quality, however, VC-1 (WMV 9) has equaled or 

outperformed optimized implementations of H.264/AVC. There have been a variety of 

studies that have independently evaluated the compression efficiency of WMV-9 and 

H.264/AVC. For example, Tandberg Television evaluated WMV-9 and the H.264/AVC 

(baseline and main profiles) implementations (version 6.0a). They concluded that the visual 

quality achieved by H.264/AVC main profile and WMV-9 was comparable, and that these 

two codecs provide the best quality among the competing codecs in their comparison. In 

another independent study from Computer Technique (C’ T) Magazine [52], Germany’s 

premiere AV/Computer magazine, the performance of WMV-9 and codecs based on 

H.264/AVC MPEG-4 (e.g., Dicas, DivX, XVid, etc.) were evaluated subjectively and 

objectively (using Sarnoff’s JND metric, which is also integrated in Tektronix video analysis 

equipment [49]). In this study, WMV-9 was selected as producing the best subjective and 

objective qualities. In addition, WMV-9 also achieved the highest perceptual quality in each 

of the video clips tested at the latest independent test performed by the DVD Forum, which 

also evaluated optimized implementations of H.264/AVC main profile, MPEG-4 ASP, and 

MPEG-2.  

The technical description of VC-1 in Section 0 provides sufficient reasons for the 

conclusions favoring VC-1, especially for high definition content. For instance, adaptive 

block transforms used in VC-1 retain the fine structure, textures and film grain of content 

more faithfully than H.264/AVC, which tends to smooth out fine details. This effect has been 

recently demonstrated by other researchers [48] [53]. As another example, the loop filter of 

VC-1 is weaker than that of H.264/AVC and this is a design choice that affects both 

complexity and subjective performance in favor of VC-1. 

4.4 Results from the DVD Forum video codec tests [42] 

The latest video codec tests of the DVD Forum provide further evidence of the 

strong capability of VC-1 for compressing high definition content. The Forum tested the 

performance of multiple video codecs (e.g., MPEG-2, MPEG-4 ASP, H.264, VC-1, etc.) in 

six film clips of time length of 90s and resolution of 1920x1080. These clips were selected 
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for their variety and complexity by major Hollywood studios. To be more concrete, the 

sequences 1, 2, 3, 4, 5, and 6, were of segments from the movies ‘‘Dick Tracy’’, ‘‘Titan A.E’’, 

‘‘Harry Potter and the Sorcerer’s stone’’, ‘‘Stuart Little 2’’, ‘‘Seven’’, and ‘‘Monsters, Inc’’, 

respectively. Over 35 experts from the Studios and Consumer Electronic companies 

performed carefully crafted blind tests (e.g., using appropriate lighting conditions, 

randomizing the clips, displaying the results in a variety of high end monitors, etc.) and 

compared these codecs to the industry reference D-VHS (MPEG-2 at 24 Mbps) and the 

original D5 master (near-lossless compression at 235Mbps). Some key results from the 

DVD Forum test is in regards of VC-1 are shown in Figure 4.3 and Table 4.2. The values in 

Figure 4.3 corresponds to the ‘‘Overall Impression’’ perceptual scores for the final round of 

tests at Panasonic Hollywood Labs. The scoring method used the typical 1–5 scale, where a 

score of 5 indicates that the given clip is perceived to be equal to the D5 reference. The 

Forum averaged and rounded the scores to the nearest one decimal point, and the D-VHS 

and D5 references were included at random in the testing set to eliminate bias. This is why 

not even the D5 clips achieved an average of 5. The D5 reference was always shown side-

by-side with each of the compressed clips. The bit streams were cross-verified by 

independent companies. Both pre-processing and post-processing were not allowed in this 

final round of tests. In Figure 4.3, observe that, with only 7.7 Mbps, VC-1 achieved similar 

perceptual scores as the references. In fact, VC-1’s score was even higher than that of D-

VHS in one sequence, and tied with the scores of the original D5 and D-VHS in another. 

Initially, there were nine video codecs participating in the DVD Forum codec tests, which 

included VC-1 and several professional (optimized) implementations of MPEG-2, MPEG-4 

ASP, and H.264/AVC. Table 4.2 shows the final codec ranking per sequence for VC-1 and 

the best H.264/AVC and MPEG-2 implementations. The focus is only on these three codecs 

here, because they were the ones that achieved the highest scores. The codec ranking was 

obtained by averaging all the perceptual scores for that specific video sequence to the 

nearest one decimal point, and then ordering the codecs from higher to lower score. The 

numbers in parentheses indicate the difference in the average perceptual scores from VC-1. 

It was observed that VC-1 ranked first for each of the video sequences, and hence received 
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the highest scores and most consistent performance. H.264/AVC’s scores were lower in 

sequences that included fine textures (e.g., Seq 4 is from a segment in ‘‘Stuart Little 2’’ that 

contains fine artificial textures), while MPEG-2 suffered with fast motion (e.g., Seq 6 is from 

a fast action scene in ‘‘Monsters, Inc’’). 

 

Figure 4.3 Average perceptual scores of VC-1 in comparison to D5 and D-VHS references, 
as performed by experts in the DVD Forum [42] 

 
Table 4.2 Codec ranking for the three codecs that performed best in the DVD Forum - final 

set of tests. [42] 
 

Codec Ranking  WMV-9 H.264/AVC MPEG-2 
Sequence 1 – Dick Tracey 1 1 (0) 4 (-0.4) 
Sequence 2 – Titan 1 2 (-0.3) 3 (-0.4) 
Sequence 3 – Harry Potter 1 2 (-0.2) 2 (-0.2) 
Sequence 4 – Stuart Little 2 1 3 (-0.4) 2 (-0.1) 
Sequence 5 – Seven 1 3 (-0.1) 1 (0) 
Sequence 6 – Monsters Inc 1 2 (-0.1) 3 (-0.6) 

 

4.5 Computational complexity 

 
VC-1 is more complex to decode than MPEG-2 and MPEG-4 simple profile. 

However, a comparison of computational complexity is only meaningful between codecs 

that achieve similar levels of compression, which means that the only other codec of interest 

here is H.264/AVC. A concern with H.264/AVC is the high computational complexity 

required for encoding and decoding. For example, a preliminary study shows that the 

decoder complexity of H.264/AVC (main profile) is about three times higher than MPEG-4 

simple profile [54]. On the other hand, the decoding complexity of VC-1 (main profile) is 
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relatively close to that of the MPEG-4 simple profile codec. To be more specific, decoding 

with VC-1 is about 1.4 times slower, which can be verified easily by using both codecs in the 

Windows Media Player (or other MPEG-4 simple profile decoders). Even though one cannot 

derive strong conclusions or draw parallels on such complexity analyses, this information 

suggests that H.264/AVC decoding complexity is likely to be twice that of the VC-1 codec, or 

at least that there is a significant computational benefit of VC-1 over H.264/AVC on the 

decoder side. Finally, the superficial computational complexity analysis is backed up with 

some experimental results. The decoder performance of VC-1 and H.264/AVC is compared 

on a non-PC ARM processor (clock cycles measured through the Armulator). Table 4.3   

shows a table comparing the clock cycles required for VC-1 and H.264/AVC decode on 10s 

long clips encoded with the main profile of VC-1 and baseline profile of H.264/AVC. The 

numbers for H.264/ AVC decoder are as optimized and reported by Nokia [51]. It is clear 

that there is a significant computational advantage with VC-1, i.e., VC-1 Main profile 

decoding requires 2–3 times less computation than H.264/AVC Baseline. Observe that 

H.264/AVC Main decoding is quite more complex than baseline (e.g., Main includes 

arithmetic coding). 

Table 4.3 Comparison of WMV-9 main and H.264/AVC baseline decoder complexity in an 
ARM chip. [42] 

 
Sequence  Miilions of ARM cycles /sec 

WMV-9 H.264 

Foreman 27 70 

News 17 45.9 

Container 19 45.5 

Silent 18 50.8 

Glasgow 25 48.5 

Average 21.2 52.14 
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4.6 Summary 

The chapter gives an overview of the difference between the encoding tools and 

compares the complexity for both the codecs. Further performance comparison is given with 

an objective and subjective quality assessment. Having had a good understanding of both 

H.264 and VC-1, the next chapter details the similarities and dissimilarities between the two 

standards.  
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CHAPTER 5  

TRANSCODING 

5.1 Introduction 

As described in Section 1.3 video transcoding is an operation of converting video 

from one format to another [12]. This format conversion includes a range of operations such 

as bit rate reduction, conversion of one compression format to another, altering video 

container format or changing the header descriptions and others. Apart from this basic 

format conversion, a transcoder can be used for other functions such as adjustment of 

coding parameters of compressed video, spatial and temporal resolution conversions, and 

insertion of new information such as digital watermarks or company logos and even 

enhanced error resilience [12]. 

Figure 5.1 shows different multimedia devices; these devices operate at different bit 

rates, picture resolutions and video coding algorithms. Due to the scope of communications 

in current times there is extensive exchange of multimedia data between various such 

systems of different configurations over networks of varied capacities. It is very important to 

be able to play the same video content for all the systems to ensure access to a widespread 

audience. Transcoding can enable multimedia devices of diverse capabilities and formats to 

exchange video content on heterogeneous network platforms [56].  

 

Figure 5.1 Communication between various multimedia devices [55] 
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Figure 5.2 is a high level look on transcoder functionalities. High bit rate video from 

high quality sources such as DVD and HDTV broadcasting can be made available on hand 

held devices such as smart phones, PDAs, etc. In video conferencing transcoding can 

enable the adjustment of bit rate to support the bandwidth requirements and also any format 

conversions if required. This attempt to ensure availability to all media content over diverse 

networks and systems with varied capabilities forms an important aspect of universal 

multimedia access [11] [12]. 

 

Figure 5.2 Video transcoding operations [12] 
 

Several video coding standards exist currently [9] [10] [13] [15]. Each of them suits 

a diverse range of applications, but is optimized for certain kind of applications. This results 

into use of varied standards over diverse applications. Table 5.1 lists the different codecs 

used for different multimedia applications. Some of the standards are proprietary and the IP 

owners prefer using their standards. Some of the common standards can be listed as - 

H.261, H.262 H.263, H.263+ designed by ITU (International Telecommunication Union); 

they are aimed at low-bit-rate video applications such as videophone and 

videoconferencing. MPEG standards are defined by ISO (International Organization for 

Standardization). MPEG-2 is aimed for high bit rate high quality applications such as digital 

TV broadcasting and DVD, and MPEG-4 is aimed at multimedia applications including 

streaming video applications on mobile devices [13]. The new and highly popular H.264 

standard is used for high resolution video content and a range of broadcast applications. 

This standard addresses a very wide variety of applications [9]. Apart from that, Microsoft 

developed the Windows Media Video standard WMV9 which is adopted by SMPTE as VC-1 

standard and is popular [10]. VC-1 along with H.264 and MPEG-2 is also used for high 

definition content in Blu-ray Disc standard [24]. Thus a wide range of standards exist.  
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Figure 5.3 provides an overview of how these standards have grown over the years 

and the increase in complexity along with that. Transcoding one video format to another is 

increasingly significant in the current scenario of diversifying and increasing multimedia 

applications. The current research on H.264 and VC-1 standards is aimed at the 

interoperability of the two popular standards supported in Blue Ray Discs [24].  

Table 5.1 Different multimedia applications and corresponding video standards [14] 
 

Application Bitrate Video standard 
Digital TV broadcasting 2 to 6 Mbps  MPEG-2  
DVD Video 6 to 8 Mbps MPEG-2 
Internet video streaming 20 to 200 kbps Flash – Sorrension spark, 

VP6 & H.264; Silverlight uses VC-1;  
MPEG-4 Part 2 (Visual) 

Video conferencing and 
video-telephony 

20 to 320 kbps H.261, H.263. 

Video over 3G wireless 20 to 100 kbps H.263, MPEG-4 Part 2 (Visual) 
High definition – Blu-ray 36 to 54 Mbps H.264, VC-1 and MPEG-2 
Handheld and mobile devices 64 kbps - 2 

Mbps 
H.264 baseline (ATSC/A153) 

 

Apart from this, transcoding is useful in a range of other applications. In statistical 

multiplexing, the bit rate increases as various multi-bit-rate video streams are multiplexed. A 

transcoder can be used to adapt the bit-rates of the video streams when the aggregated bit-

rate exceeds the channel bandwidth [56]. A transcoder can also be used to insert new 

information including company logos, watermarks, as well as error-resilience features into a 

compressed video stream. Transcoding techniques are also useful for supporting VCR trick 

modes, i.e., fast forward, reverse play, etc., for on-demand video applications [56]. For 

adaptive video content delivery, object based transcoding techniques can be used [56]. 
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(a) 

 

 

 
(b) 

 
Figure 5.3  Video coding standards (a) Timeline [58] (b) Increase in complexity [57] 

 
Transcoding can be broadly categorized into homogenous and heterogeneous 

transcoding techniques based on applications. Figure 5.4 shows the classification of 

different transcoding techniques.  

• Variable block size Intra directional prediction, motion 
compensation, in loop filtering (2003) 

  H.264/MPEG-4 Part 10 
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Figure 5.4 Video transcoding operations and classification [12] 
 

Homogenous transcoding performs conversion between video bit streams of the 

same standard. Bit rate conversion is one such application. A simple technique to achieve 

bit rate reduction can be to increase the quantization step at the encoder part of the 

transcoder [12] [59] [60] (Section 5.2.2.3). As the quantization resolution decreases, the 

number of non-zero coefficients decreases, thereby resulting in bit rate reduction. The 

complexity of such an application is less, although the reconstructed image quality can be 

affected; it is considered as a good trade-off. Another method or fixed resolution bit rate 

reduction can be selective transmission (Section 5.2.2.2). Since most of the energy is 

concentrated in the lower frequency bands of an image, discarding (truncating) some of the 

higher frequency coefficients [12] [55] can be used. This can preserve picture quality, but 

can introduce blocking artifacts in the reconstructed target video. Various other methods for 

bit rate transcoding at architectural levels are discussed in Sections 5.2 and further.  

Other application of homogenous transcoding is spatial or temporal transcoding. As 

shown in Figure 5.5 [12], spatial transcoding can be implemented in various ways which can 

both achieve spatial as well as bit rate adjustments. There can be multiple aims of 

performing spatial transcoding such as to sub sample or even to extract sections of the 

image to user's interest as shown in Figure 5.6 [12]. This requires the use of meta 

information. In sub sampling, filtering and pixel averaging to reduce spatial resolution [12] 
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problems arise when passing motion vectors directly from the decoder to the encoder. Thus, 

motion vectors need to be refined [12] (Section 5.2.5.4). In [61] Shanabelah proposed a filter 

that can be used in both horizontal and vertical directions for luminance and chrominance; 

the image is then down-sampled by dropping every alternate pixel in the both horizontal and 

vertical directions (Section 5.2.5.1). In pixel-averaging (Section 5.2.5.2) [61], MxM pixels are 

represented by averaging their values to a single pixel. It is a very simple method, but the 

reconstructed pictures may become blurred. In [62] spatial resolution reduction is achieved 

by performing decimation in DCT domain by discarding the higher order DCT coefficients 

(Section 5.2.5.3).  

 

Figure 5.5 Various ways of spatial transcoding (Bits = bits/frame required for transmission) 
[12] 

 

 

Figure 5.6 Transcoding with normal down sampling and user-interest-based down  
sampling [12] 

 

Frame-rate conversion is needed when the end-system supports only a lower 

frame-rate. Reduction in frame rate may save bits that can be used in the remaining frames 
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to maintain acceptable overall picture quality for each frame. However this requires motion 

vector recalculation. With the dropped frames, incoming MVs may not be valid since they 

point to frames that do not exist. In [63] a method to estimate the new MVs by using bilinear 

interpolation is described. Given that the MVs between every adjacent dropped frames are 

known, bilinear interpolation (Section 5.2.6.1) is used to calculate the new MVs between the 

current and previous non-skipped frame. Another method proposed in [64] known as the 

Forward Dominant Vector Selection (FDVS) (Section 5.2.6.2) selects dominant MV from the 

four neighboring macroblocks. A dominant MV is defined as the MV carried by a macroblock 

that has the largest overlapping segment with the block pointed by the incoming MV. The 

Telescopic Vector Composition (TVC) technique (Section 5.2.6.3) described in [61] sums up 

all the MVs of the corresponding macroblocks of the dropped frames and adds the resulting 

combined MV to its corresponding MV in the current frame. This technique also carries out 

new macroblock decision and MV refinement. Another algorithm known as Activity-

Dominant Vector Selection (ADVS) (Section 5.2.6.4 ) is described in [65]. It utilizes the 

activity of the macroblock to decide the choice of the MV. The activity information of a 

macroblock is represented by counting the number of nonzero quantized DCT coefficients of 

covered 8x8 residual blocks, other statistics, such as the sum of the absolute values of DCT 

coefficients, etc. 

A heterogeneous video transcoder provides conversions between two different 

video coding standards. This involves basic syntax conversion between the two standards 

as the first step. Further it can also provide all the other functionalities of a homogenous 

transcoder. 

5.2 Video transcoding architectures 

5.2.1 Cascaded decoder and encoder model 

The most straightforward transcoding architecture is to cascade the decoder and 

encoder directly as shown in Figure 5.7 [12]. In this architecture, the incoming source video 

stream (VS) is fully decoded, and then the decoded video is re-encoded into the target video 

stream (VT) with desirable bit-rate or format; the process of transcoding does not introduce 
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any degradation into the visual quality. The more detailed manifestation of the cascaded 

transcoder is shown in Figure 5.7 (b) [12]. 

 

 

(a) 

 

(b) 
 

Figure 5.7 Cascaded decoder and encoder model [12]  (a) block level diagram (b) detailed 
diagram  

 
This type of implementation involves complete decoding and re-encoding of the 

incoming compressed video stream. It has to perform full decoding followed by the resizing / 

re-ordering of the decoded sequence before re-encoding it. Due to the complete re-

encoding operation complex frame reordering and full-scale motion re-estimation are 

required. Motion estimation has the highest complexity in the encoder. So such an 

implementation involves the maximum complexity and also high processing time and power 

consumption leading to significant delay [55]. Also the pictures / frames exhibit increased 

error due to re-encoding being performed on decoded pictures which have lower quality 

than original frames. The error is due to propagation. Lossy encoding process inserts errors; 

when such a bitstream is decoded, the decoded pictures have errors which propagate on 

further encoding which inserts more errors. This error is not the same as the drift error in 
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open loop transcoders described in Section 5.2.2.1. Due to all these reasons such a 

transcoding model needs a lot of optimization. Different methods are described further to 

optimize transcoder performance and reduce complexity. 

5.2.2 Open loop transcoding architecture 

The simplest method to reduce the complexity of the cascaded decoder encoder 

transcoding model is to use open-loop transcoding architecture. Such an architecture aims 

to use minimum transcoding complexity by only modifying the encoded DCT coefficients. 

Figure 5.8 shows an open loop transcoder. Since only the DCT coefficients are modified in 

order to adjust the bit rate, other video parameters remain unaffected; the DCT encoded 

error coefficients are decoded while the rest of the parameters are encoded using variable 

length coding (VLC). After the DCT coefficients are decoded, operations may be performed 

on them to reduce the bit rate. Bit rate reduction can be achieved by either throwing away 

the high frequency components or coarser re-quantization of the decoded coefficients. 

These schemes are discussed in Sections 5.2.2.2 and 5.2.2.3 respectively. This architecture 

is so called because it does not have any feedback loop which can compensate the drift 

errors (Section 5.2.2.1 describes drift errors and reduction of the drift errors using a 

feedback loop). The picture drift occurs from the mismatch between the locally 

reconstructed pictures at the encoder and the transcoded pictures in the system. 

 

Figure 5.8  Open loop transcoder architecture [55] 

5.2.2.1 Picture drift error 

A cumulative effect occurs due to the mismatch between the reconstructed images 

of the originally encoded video frames and the transcoded video frames. Such errors 

propagate along the video sequence. The errors resulting from mismatch between the video 
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frames at the original encoder and the eventual decoder are known as drift errors and the 

effect is known as the picture drift effect in a transcoder [12]. The following sets of equations 

[12] develop drift errors mathematically. All the symbols in the equations below have 

reference in the Figure 5.7 (b). 

PS(n)  = eS(n) + MCS(PS(n-1))      (5.1) 

eT(n)  = PS(n) – MCT(PT(n-1))      (5.2) 

ET(n)  = DCT(eT(n)) 

 = DCT(PS(n) – MCT(PT(n-1)))   [from equation 5.2] 

 = DCT(eS(n) + MCS(PS(n-1)) - MCT(PT(n-1))) [from equation 5.1] 

 = DCT(eS(n)) + DCT(MCS(PS(n-1)) - MCT(PT(n-1))) 

 = ES(n) + DCT(∆MC)      (5.3) 

where 

∆MC = MCS(PS(n-1)) - MCT(PT(n-1)) 

Equation 5.3 shows that if ∆MC is non-zero i.e. the video frames at the original 

encoder and the eventual decoder are different; the transcoder output has errors compared 

to the original input. These errors build up as the video frames progress. As observed from 

equation 5.3, the errors come up during motion compensation (MC). Since there is no 

motion compensation in intra frames, drift errors do not occur in intra-frames. However as 

each predicted frame (P-frame) makes use of another P-frame which already has drift 

errors, the errors build up. So drift error keeps increasing with each frame until a new I-

frame is reached. B-frames are not used for prediction. So they do not contribute to further 

increase the drift errors [12]. 

The feedback loop in Figure 5.7 (b) makes sure the building up of drift errors can be 

avoided. The feedback loop can ensure that for further prediction the MC block at the 

encoder uses the same frame as the MC block of the decoder thereby preventing the 

building up of drift errors due to erroneous prediction frames. 
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5.2.2.2 Truncation of high-frequency coefficients 

Figure 5.9 shows an open-loop transcoder which reduces the bitrate by discarding 

the high frequency coefficients. The variable length decoder (VLD) decodes the DCT 

coefficients and based on the target bit-rate defines a scaled bit usage profile to meet the 

target rate. The rate controller simply has to discard the coefficients that exceed the scaled 

profile. For this most often the VLD only needs to decode the codeword lengths. This 

method does not need to perform inverse quantization and re-quantization as the method 

described in Section 5.2.2.3. It is the simplest implementation of a bit-rate transcoder. 

 

Figure 5.9  Bit rate reduction by truncation of high frequency coefficients [12] 
 

5.2.2.3 Re-quantization to reduce bit rate 

 
Figure 5.10 shows an open-loop transcoder which employs the method of coarser 

re-quantization of DCT coefficients in order to achieve reduction in bit rate. Compared to the 

architecture in Section 5.2.2.2 it has a complete VLD block, an inverse quantizer and a 

quantizer. All these contribute towards a slight increase in the complexity.  The DCT 

coefficients are decoded first, inverse quantized, re-quantized with a coarser quantization 

value and variable length coded (VLC) again. This architecture also exhibits drift errors are 

there is no feedback loop. The equations below give an analysis of the drift error in open-

loop architecture. All the symbols used in the equations are in reference with Figure 5.10 

E’T(n)  = ES(n) 

ET(n) = E’T(n) + DCT(∆MC)    [from equation 5.3] 

de(n) = DCT(∆MC) = ET(n) – E’T(n)     (5.4) 
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It can be seen from equation 5.4 that here de(n) is the drift error which is introduced 

by the process of re-quantization. Similarly in the scheme in Section 5.2.2.2 such an error is 

introduced by the discarding on non-zero high frequency coefficients. 

 

Figure 5.10  Transcoding with re-quantization scheme [12] 

5.2.3 Spatial domain transcoding architecture 

Figure 5.7 (b) shows spatial-domain transcoding architecture (SDTA). It is the most 

basic architectures to perform bit-rate reduction; but as described in Section 5.2.1, it has a 

very high complexity. Figure 5.11 shows a slightly modified SDTA which makes reuse of the 

motion information from the video decoder. This results in significant reduction in complexity 

since motion estimation alone contributes 60-70% of the encoder time complexity [12]. As it 

can be observed, there are optional functional blocks between the decoder and the encoder 

in Figure 5.11. Motion vector composition and refinement (MVCR) and spatial/temporal 

resolution reduction (STR) can be performed at these blocks. Different methods to achieve 

these are explained in Section 5.2.5.4 and Section 5.2.5  respectively. If the only aim of the 

SDTA is bit-rate reduction the transcoder can be further simplified as shown in Figure 5.12 

[12]. 



 

 86  

 

Figure 5.11  Spatial domain transcoding architecture (SDTA) with MV reuse and STR [12]. 
 

 

Figure 5.12  Simplified SDTA without STR [12] 
 

5.2.4 Frequency domain transcoding architecture 

Some operations in the decoder part of Figure 5.11 could be reduced for a 

simplified SDTA in Figure 5.12. Further simplification can be achieved if the DCT/IDCT 

operations can be removed in the encoder by performing motion compensation in frequency 

domain.  Figure 5.13 describes simplified frequency domain transcoding architecture 

(FDTA) which can achieve this. Here motion compensation (MC) is achieved in the 

frequency domain. FDTA gives significant reduction in complexity over the cascaded 
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scheme but it can have drift since sub-pixel motion compensation cannot be done at the 

frequency level [12]. 

 

Figure 5.13  Frequency domain transcoding architecture (FDTA) [12] 
 

5.2.5 Spatial resolution reduction 

Spatial resolution reduction (SRR) can be achieved using either SDTA or FDTA 

described in Sections 5.2.3 and 5.2.4 respectively. Spatial resolution reduction comes along 

with bit rate reduction. With the spatial resolution reduction, motion vectors need to be 

recalculated; Section 5.2.5.4 described techniques for motion vector composition and 

refinement. Also with spatial resolution reduction, the MB mode decisions need to be made 

again; Section 5.2.5.5 discusses MB mode decisions in such scenarios. Sections 5.2.5.1 

through 5.2.5.3 describe different techniques for SRR. 

5.2.5.1 Filtering and sub-sampling 

 
Sub-sampling is a method to reduce spatial resolution in the spatial domain. Sub 

sampling needs a decimation filter before dropping the alternate pixels. The decimation filter 

is applied in both horizontal and vertical directions for luminance and chrominance after 

which down sampling is performed by dropping alternate pixels as shown in Figure 5.14. 
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Figure 5.14  Decimation on 16 x 16 MB [61] 
 

5.2.5.2 Pixel averaging 

 
The simplest method to reduce spatial resolution is pixel averaging as show in 

Figure 5.15. Here every MxM pixels are represented by 1 pixel in order to achieve M:1 

spatial resolution reduction. Most often the calculated value for this replacement pixel is the 

average of the MxM original pixels. However this can clearly introduce blurring in the picture 

[61].  

 

Figure 5.15 Pixel averaging [61] 

5.2.5.3 Discarding high frequency DCT coefficients 

A more efficient method to achieve spatial resolution reduction is discarding the 

higher order DCT coefficients. This method performs the scaling operation in the DCT 

domain so it can be used in the FDTA where the DCT domain MC is performed. It is much 
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simpler since it simply involves discarding all the higher order frequency coefficients as 

shown in Figure 5.16. According to a comparative study carried out by the authors in [61] 

DCT domain decimation technique performs the best of the three SRR techniques 

described. 

 

Figure 5.16 DCT domain decimation for SRR [61] 

5.2.5.4 Motion vector composition and refinement 

For SRR the motion vectors from the source cannot be passed directly to the 

encoder. When the resolution is reduced by 2:1 as shown in Figure 1.1, multiple MVs need 

to be merged into a single MV. This process is motion vector composition.  

 

Figure 5.17 Four motion vectors being down sampled to one [12] 
 

Numerous simple and involved methods have been proposed. Some of them are as 

follows. 

• Random selection: A fast method of MV composition is to select any random MV 

from the incoming MVs to replace all of them. However this is a very inefficient 

method [12]. 

• Mean: An average value of all the incoming motion vectors can be used; this 

method however can be used only if all the motion vectors are in the same 
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direction. Most often there is no significant difference between the MV values of 

neighboring MBs. But this method is ineffective if one of the original MVs is much 

larger compared to the rest of the MVs [12].  

• Median is let to represent the four adjacent motion vectors. The distance between 

each vector and the rest is calculated as the sum of their euclidean distances as 

follows: 

 

 The median vector is defined as one of these vectors that has the least distance 

from all, i.e. 

 

This method extracts the motion vector situated in the middle of the rest of the 

motion vectors. The magnitude of the selected motion vector is then scaled to reflect the 

reduction in the spatial resolution. 

• DCMax: A technique used for MV composition makes use of the incoming MV with 

the maximum DC coefficients of the residual block in the source video. This method, 

according to [12], is more complicated but gives better results compared to taking 

mean or random selection. 

The motion vector composition schemes are sub-optimal and introduce degradation 

in quality at the output. So MV refinement techniques are proposed in [64]. The recalculated 

MVs will not differ very much from actual motion vectors; so refinement of this MV in a small 

search window gives better results. Figure 5.18 describes a MV refinement scheme 

proposed in [64]. 
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(a) 

 

(b) 

Figure 5.18 Motion vector refinement using search window (a) best case – small search (b) 
worst case – long search [64] 

 

5.2.5.5 MB coding mode decision 

 
With the reduced spatial resolution the MB coding modes need to be revaluated. For 2:1 

downscaling four incoming MBs are coded into a single MB. There can be two scenarios – 

all four of them have the same MB coding mode or all four of them have a different coding 

mode as shown in figure 5.19. In [66] the following scheme is proposed when all four 

incoming MBs have the same coding mode. 

• If the incoming MBs are coded are INTRA MBs re-encode the reduced MB as 

INTRA. 
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• If the incoming MBs are SKIPPED (a macroblock which has no information sent 

regarding it; all the required parameters are derived from previously encoded 

macroblocks) again code the reduced MB as SKIPPED. 

• If the incoming MBs are coded as INTER, check to see if all the coefficients in the 

reduced MB are zero; than it should be coded as SKIPPED. If not it should be 

encoded as either INTRA or INTER. 

For the second scenario as shown in figure 5.19, the authors in [67] have described 

the following scheme. 

• At the transmitter: If one of the four is an INTRA coded MB, than pass the new MB 

as intra. If one of them is INTER and none of them INTRA, pass the new MB as 

INTER MB. If all MBs are SKIPPED pass the new MB as SKIPPED. 

• At the encoder: Re-evaluate the MBs as applicable. 

 

Figure 5.19 Four macroblock types down sampled to one [12] 

5.2.6 Temporal resolution reduction 

With frames dropped in order to achieve temporal resolution reduction (TRR) the 

incoming MVs are not valid as they point to the frames that do not exist in the transcoded 

bitstream. New MVs need to be derived. Sections 5.2.5.1 through 5.2.5.4 describe different 

techniques to derive new MVs from the MVs of the dropped frames.  

5.2.6.1 Bilinear Interpolation 

In [68] a bilinear interpolation method to estimate the new MVs is proposed. The 

new MV is calculated using interpolation of MVs between every adjacent frame between the 

current frame and previous non-skipped frame. The new location position based on this 

interpolated MV servers as the search center to calculate the actual value of the new MV; 
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thereby reducing the complexity in the new MV search. The search area is calculated from 

the number of skipped frames and accumulated magnitudes of their MVs. 

5.2.6.2 Forward Dominant Vector Selection (FDVS) 

The method proposed by the authors in [64] selects the dominant MV from the four 

neighboring macroblocks as shown in Figure 5.20. A dominant MV is defined as the MV 

carried by the macroblock that as the largest overlapping segment with the block pointed by 

the incoming MV. The best-matched area pointed by the MV of the current macroblock 

occurring after a dropped frame overlaps with at most four macroblocks in the previous 

dropped frame. The MV of the macroblock with the largest overlapping portion is selected 

and added to the current MV. This process is repeated each time a frame is dropped until a 

new set of MVs is composed for the last non skipped frame. 

 

Figure 5.20 FDVS motion vector composition scheme for TRR [12] 
 

5.2.6.3 Telescopic Vector Composition (TVC) 

The TVC technique is described in [61]. It accumulates all the MVs of the 

corresponding macroblocks of the dropped frames and adds each resultant composed MV 

to the corresponding MV in the current frame. This technique also carries out mode decision 

and MV refinement. 

5.2.6.4 Activity-Dominant Vector Selection (ADVS) 

The authors in [65] describe this technique which makes use of the activity of the 

macroblock to choose the new MV. The activity information of a macroblock is represented 

by counting the number of nonzero quantized DCT coefficients of covered 8 x 8 residual 

blocks; other statistics, such as the sum of the absolute values of DCT coefficients, etc. 
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These quantities are proportional to the spatial-activity measurement. The higher the activity 

of the macroblock, the more significant will be the motion of the macroblock. Since the 

quantized DCT coefficients of prediction errors are available in the incoming bitstream of 

transcoder, the computation for counting the nonzero coefficients is very little. 

5.2.7 Heterogeneous Transcoding 

 
A heterogeneous video transcoder provides conversions between various standards, 

for instance, MPEG-2 to H.264 transcoder [29], VC-1 to H.264 [17], etc. Further, a 

heterogeneous video transcoder may also provide the functionalities of homogeneous 

transcoding [61]. Several techniques aimed for homogeneous transcoding can also be 

exploited in heterogeneous transcoding. 

5.2.7.1 Main Issues in Heterogeneous Transcoding 

 
A heterogeneous transcoder needs a syntax conversion module, and may change 

the picture type, picture resolution, directionality of MVs, and picture rate. A heterogeneous 

transcoder must adjust the features of the incoming video to enable the features of the 

outgoing video. Due to spatial-temporal sub sampling, and different encoding format of the 

output sequence, the encoder and decoder motion compensation loops in a heterogeneous 

transcoder are more complex [12].  

5.2.7.2 Generic Heterogeneous Transcoder 

 
A generic heterogeneous transcoder is showed in Figure 5.21. In this architecture, 

syntax conversion (SC) is needed to convert the syntax of source video to that of the target 

video. A higher resolution decoder decodes the incoming bitstream. The extracted MVs are 

then post-processed according to the desired output encoding structure, and if required, 

they are properly scaled down to suit the lower spatial-temporal resolution encoder. In case 

post-processing is not sufficient, the extracted MVs are refined to improve the encoding 

efficiency. The decoded pictures are accordingly down-sampled spatially or temporally, and 

the down-sampled images are encoded with the new MVs. Since the incoming MVs are re-

employed, and other encoding decisions, such as macroblock types can be extracted from 



 

 95  

the incoming bit stream, the architecture of this transcoder can be further simplified. In this 

architecture, the MVs of the incoming bitstream are employed in the outgoing one. So the 

extracted MVs have to be converted to be compatible with the encoding nature of the output 

bitstream. Note that the nature of extraction of the MVs and their usage depend on the 

picture type. The algorithm proposed in [61] assumes the motion between the pictures is 

uniform, such that the forward and the reverse MVs are images of each other, or an inter-

frame MV is a scaled version of a larger picture distance and so on. In case no MV is found, 

one might either use a (0, 0) MV or in the worst-case intra-frame code the underlying 

macroblock. In [61], encoding format of MPEG-1 and MPEG-2 is first transcoded into 

H.261/H.263, the algorithm adopted the incoming motion parameters of a sub GOP of up to 

three frames to produce several candidate MVs for the outgoing picture. Then all the 

estimated MVs are compared, and the one that gives the least coding error in terms of sum 

of absolute differences (SAD) is chosen. The best MV was then refined by half-pixel (or one 

pixel) motion estimation to produce near-optimum results. Second, transcoding from the 

encoding format of H.261/H.263 into H.263 predictive/ bi predictive (P/B) frames. The new 

MVs of both P and B frames were calculated in a similar manner to that used in the first 

case. After the new MVs are obtained, and spatial or temporal reduction is performed, the 

encoder in the heterogeneous transcoder can code every picture according to the picture 

type of the new format. 

 
Figure 5.21 Heterogeneous video transcoder [12] 
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5.3 Summary 

This chapter describes different video transcoding architectures and the issues 

related to efficient transcoding. The next chapter describes the proposed architecture and 

the reasons for the choice of the same.  
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CHAPTER 6  

PROPOSED TRANSCODER 

6.1 Introduction 

Transcoding H.264 to VC-1 is a heterogeneous transcoding operation. Hence, it is 

important to map the differences between the two standards. The reference transcoder, the 

reasons for choosing the proposed transcoder architecture, and the mapping between the 

two standards are described in the following sections. 

6.2 Cascaded reference transcoder 

The simplest implementation of a transcoder as described in chapter 0 is to 

cascade the decoder and encoder to get the new bitstream. Since it involves complete 

decoding and re-encoding the complexity of such an implementation is very high. However 

the only error it has is from lossy encoding of already degraded video output for the decoder. 

This implementation is devoid of drift errors (Section 5.2.2.1). Being the simplest 

implementation of a transcoder, this architecture is used for the basis of complexity and 

output quality comparison. In the current research the first step is the implementation of a 

cascaded transcoding as described in Figure 6.1 

 

 
 

 
 
 

Figure 6.1 Cascade decoder and encoder 

6.3 Choice of transcoding architecture 

Transcoding can be performed in either spatial domain or frequency domain. 

Frequency domain transcoders (Section 5.2.4) have the main drawback that motion 

compensation in transform domain is very computationally intensive. Frequency domain 

transcoders are also less flexible compared to spatial domain transcoders [56] (Section 
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5.2.3). For H.264 to VC-1 standards transcoding, it is required to implement several 

changes in order to accommodate the mismatches between the two standards.  For 

instance, for motion estimation and compensation, H.264 supports 16x16, 16x8, 8x16, 8x8, 

8x4, 4x8, 4x4 macroblock partitions (Section 2.3.2), but VC-1 supports 16x16 and 8x8 only 

(Section 3.4.8). The transform size and type - 8x8 and 4x4 in H.264 (Section 2.3.3) and 8x8, 

4x8, 8x4 and 4x4 in VC-1 (Section 3.4.3) are different and make transform domain 

transcoding prohibitively complex. Hence, the use of frequency domain transcoders is poor 

for heterogeneous transcoding and pixel domain is preferred.  

6.4 Proposed transcoder 

The transcoding algorithm considered in this research assumes full H.264 decoding 

down to the pixel level, followed by a reduced complexity VC-1 encoding. The data gathered 

during the H.264 decoding stage is used to accelerate the VC-1 encoding stage. It is 

assumed that the H.264 encoded bitstream is generated with a rate-distortion (R-D) 

optimized encoder. The picture coding types used are similar in both the standards since 

the profiles considered in this research are limited to the baseline profile in H.264 and the 

simple profile in VC-1. The transform size and type in VC-1 are different from those used in 

H.264 and makes transform domain transcoding prohibitively complex. The semantics of 

intra MBs are similar except for the intra directional prediction allowed in H.264 and the 

mixed MBs in VC-1. The inter prediction has significant differences including the block size 

of the MC and the block size of the transform. These similarities and dissimilarities between 

the codecs can be exploited in reducing the transcoding complexity. Figure 6.2 illustrates 

the proposed transcoder architecture.  

 

Figure 6.2 Proposed transcoder architecture 
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6.4.1 Intra MB Mode Mapping 

An intra MB in the incoming H.264 bitstream is coded as a VC-1 intra MB. An H.264 

intra MB can be coded as Intra 4x4 (9 different directional modes) or Intra 16x16 (4 different 

modes). But a VC-1 intra MB has four 8x8 blocks and has no prediction modes. Since intra 

MB in VC-1 uses an 8x8 transform, irrespective of the block size (16x16 or 4x4) in H.264, 

we need not carry over the information of the intra prediction type in H.264. Table 6.1 shows 

the proposed intra MB mapping. 

Table 6.1 H.264 and VC-1 Intra MB mapping 

 H.264 Intra MB  VC-1 Intra MB  
Intra 16x16 (Any mode) Intra MB 8x8 
Intra 4x4 (Any mode) Intra MB 8x8 

 

6.4.2 Inter MB Mode Mapping 

 
An inter coded MB in the incoming H.264 bitstream is coded as inter MB in VC-1. 

The inter MB in H.264 has 7 different motion compensation sizes – 16x16, 16x8, 8x16, 8x8, 

4x8, 8x4, 4x4. The inter MB in VC-1 has 2 different motion compensation sizes 16x16 and 

8x8. Another significant difference is that H.264 uses 4x4 (and 8x8 in fidelity range 

extensions) transform sizes where as VC-1 uses 4 different transform sizes – 8x8, 4x8, 8x4 

and 4x4. The 16x16 motion compensation sizes are usually selected in H.264 for areas that 

are relatively uniform and will be mapped to inter 16x16 MB in VC-1 with a transform size of 

8x8. Motion compensation sizes 8x16, 16x8 have small non-uniform motion and hence they 

are mapped to inter 8x8 MB in VC-1 since 16x16 MB size will yield worse quality due to the 

non-uniform motion. Using the selected H.264 block size as a measure of homogeneity in 

the block, the transform size is determined and applied in VC-1. In other words, the H.264 

block size determines the transform size used for that particular block. This method 

eliminates the need to compute the half sum and half difference values of each 8x8 block to 

determine the transform size.  

The 8x8, 8x4, 4x8 and 4x4 modes are usually selected in H.264 for areas that have 

non-uniform motion. The 16x16 mode in VC-1 is eliminated for such non-uniform MBs. The 
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MB is then mapped to an 8x8 block size in VC-1 with the H.264 block size determining the 

transform size to be used in VC-1. 

Table 6.2 describes the decision making for mapping the inter MBs and the type of 

transform to be used in VC-1.  

Table 6.2 H.264 and VC-1 Inter MB mapping and VC-1 transform type 

H.264 Inter MB  VC-1 Inter MB  Transform size in VC -1 
Inter 16x16 Inter 16x16 8x8 
Inter 16x8 Inter 8x8 8x4 
Inter 8x16 Inter 8x8 4x8 
Inter 8x8 Inter 8x8 8x8 
Inter 4x8 Inter 8x8 4x8 
Inter 8x4 Inter 8x8 8x4 
Inter 4x4 Inter 8x8 4x4 

6.4.3 Motion vector mapping 

 
 Re-use of motion vectors selected in H.264 can significantly reduce the complexity 

of VC-1 encoding. Section 5.2.5.4 describes motion vector selection and refinement. Since 

the proposed transcoder does format conversion from H.264 to VC-1, median motion 

vectors (Section 5.2.5.4) are selected when there is more than 1 motion vector in the 

incoming H.264 macroblock. Table 6.3 describes the selection of motion vectors.  

Table 6.3 H.264 and VC-1 Inter MB motion vector mapping 

H.264 Inter MB  VC-1 Inter MB  Motion Vector Re -use 
Inter 16x16 Inter 16x16 Same motion vectors for 16x16 block 
Inter 16x8 Inter 8x8 Median of motion vectors for each 8x8 block 
Inter 8x16 Inter 8x8 Median of motion vectors for each 8x8 block 
Inter 8x8 Inter 8x8 Same motion vectors for each 8x8 block 
Inter 4x8 Inter 8x8 Median of motion vectors for each 8x8 block 
Inter 8x4 Inter 8x8 Median of motion vectors for each 8x8 block 
Inter 4x4 Inter 8x8 Median of motion vectors for each 8x8 block 

 

Except for the case of inter 16x16 mode and inter 8x8, It is necessary to choose 

one motion vector per 8x8 block from a number of available motion vectors. The median 

motion vector of the available motion vectors is chosen in this research. Figure 6.3 

illustrates the different possible combinations.  
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Figure 6.3 Selection of motion vectors in different cases 
 

In the 16x8 and 8x16 motion vector selection, mvmed is the median motion vector of mv1 and 

mv2. In the 8x8 to 8x8 motion vector selection case, the median of the sub block’s motion 

vector is used.  

6.4.4 Reference Pictures: 

The H.264/AVC standard defines the use of up to sixteen reference pictures for 

motion estimation, while VC-1 uses only one or two, according to the slice type P or B 

respectively. The reuse of motion vectors implies using the same reference pictures to 

maintain their meaning. Since the profiles considered are baseline profile for H.264 (single 

reference picture) and simple profile for VC-1 (single reference picture), the same reference 

picture as the incoming bitstream is used and no re-scaling of motion vectors is required.  
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6.4.5 Skipped Macroblock 

When a skipped macro block is signaled in the bit stream, no further data is sent for 

that macro block. The mode conversion of skipped macroblocks in H.264 to skipped 

macroblocks in VC-1 is a straight forward process. Since the skip macro block definition of 

both standards is fully compatible, a direct conversion is possible. 

6.4.6 Flowchart of proposed transcoder 

 
Figure 6.4 illustrates the proposed transcoder flow. The macroblock coding modes 

mapping is described.  
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Figure 6.4 Proposed transcoder flowchart 

6.4.7 Extraction of re-usable information  

 
The H.264 bitstream has the macroblock type, sub-macroblock type, reference 

picture index and motion vectors (if applicable). These details are extracted out of the 

bitstream and written to a data file. This information is used while encoding in VC-1.  
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6.4.7.1 Extracted details 

H.264 bitstream contains information about  

1. Macroblock type 

� P16x16 – P block type 16x16 

� P16x8  – P block type 16x8 

� P8x16  – P block type 8x16 

� P8x8   – P block type 8x8 

� I4MB   – I block type 16x16 

� I16MB – I block type 16x16 

2. Macroblock sub block type 

� SMB8x8 – sub macroblock type 8x8  

� SMB8x4 – sub macroblock type 8x4 

� SMB4x8 – sub macroblock type 4x8 

� SMB4x4 – sub macroblock type 4x4 

3. Reference picture index 

4. Motion vector x, y  

Figure 6.5 gives a sample screen shot of the extracted information.  
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(a) 

 

 
(b) 

 
Figure 6.5 Sample extracted information from H.264 bitstream (a) I frame (b) P frame 



 

 106  

6.4.8 Simplified VC-1 Encoder 

 
A pseudo code that described how the complexity of the VC-1 encoder is reduced by re-

using the extracted information from the H.264 bit stream.  

#ifdef H264VC1TRANSCODER 
 if((mbType == I4MB) || (mbType == I16MB)) 
 { 
  // update block types for each 8x8 block 
 } 
 else if((mbType == P16x16) || (mbType == P16x8) || (mbType == P8x16) || (mbType 
== PSKIP)) 
 { 
  if(mbType == P16x16) 
     // update all 4 8x8 block types as 1 MV MB  
   // update the motion vectors from the input file 
  if(mbType == P16x8) 
     // update all 4 8x8 block types as 4 MV MB 
   // compute the median MV from input file 
   // update the motion vectors as the median MV 
  if(mbType == P8x16) 
     // update all 4 8x8 block types as 4 MV MB 
   // compute the median MV from input file 
   // update the motion vectors as the median MV 
  if(mbType == P8x8) 
     // update all 4 8x8 block types as 4 MV MB 
   // compute the median MV from input file depending on the sub  
       macroblock type 
   // update the motion vectors as the median MV 
  if(mbType == PSKIP) 
     // update all 4 8x8 block types as skip 

//  update MV as the predicted MV 
 } 
#endif  

6.4.9 Implementation and Results 

6.4.9.1 Implementation 

 
The implementation of the transcoder consisted of two steps; modify the H.264 

decoder to output the required information and then modify the VC-1 encoder to re-use this 

information. The H.264 codec used was the joint module implementation of the H.264 

standard [70] and the VC-1 software was the SMPTE implementation [71]. Both the codecs 

were implemented in the C programming language.  

6.4.9.2 Results 

 
Five test sequences are chosen for testing purposes. They are Akiyo (low motion 

QCIF sequence), Miss America (low motion, QCIF sequence), Foreman (medium-high 



 

 107  

motion, CIF sequence), Football (high motion, CIF sequence) and Mobile (high detail, high 

motion CIF sequence).   

6.4.9.2.1 Comparison of proposed transcoder with cascaded transcoder with respect to 
H.264 video 
 

A comparison of the MSE, PSNR, SSIM, bit stream file size and encoding times 

between the proposed architecture and the cascaded re-encoding transcoder are tabulated 

for various quantization parameters (QP) and illustrated in Sections 6.4.9.2.1.1 through 

6.4.9.2.1.5. The reference video used for all the comparison purpose is the H.264 decoded 

video. This is the available video to compare in real time applications when the original 

video may or may not be available.  
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6.4.9.2.1.1 Test sequence: Akiyo, QCIF Resolution, 10 frames 

 
Table 6.4 Transcoder results for Akiyo QCIF sequence, cascade transcoder Vs proposed 

transcoder 
 

QP 

Open 
loop 

bitstream 
(kb) 

Transcoded 
bitstream 

(kb) 

% 
change 
in file 
size 

Metrics 
type 

Open 
loop 

Transcoder 
% 

Change 

10 

28551.00 28419.00 -0.46 

Y MSE 2.29 2.26 -1.31 
U MSE 1.77 1.73 -2.26 
V MSE 1.38 1.37 -0.72 

Y PSNR 44.54 44.59 0.11 
U PSNR 45.65 45.76 0.24 
V PSNR 46.75 46.76 0.02 
Y SSIM 0.99 0.99 0.00 
U SSIM 0.99 0.99 0.00 
V SSIM 0.99 0.99 0.00 

15 

7847.00 7378.00 -5.98 

Y MSE 5.08 5.15 1.38 
U MSE 3.41 3.40 -0.29 
V MSE 2.50 2.48 -0.80 

Y PSNR 41.07 41.02 -0.12 
U PSNR 42.80 42.82 0.05 
V PSNR 44.16 44.18 0.05 
Y SSIM 0.98 0.98 0.00 
U SSIM 0.98 0.98 0.00 
V SSIM 0.98 0.98 0.00 

20 

6510.00 5829.00 -10.46 

Y MSE 8.66 8.87 2.42 
U MSE 5.73 5.55 -3.14 
V MSE 3.87 3.80 -1.81 

Y PSNR 38.75 38.65 -0.26 
U PSNR 40.55 40.69 0.35 
V PSNR 42.25 42.33 0.19 
Y SSIM 0.96 0.96 0.00 
U SSIM 0.97 0.97 0.00 
V SSIM 0.97 0.97 0.00 

28 

3517.00 2405.00 -31.62 

Y MSE 17.88 18.72 4.70 
U MSE 11.56 10.62 -8.13 
V MSE 6.45 6.17 -4.34 

Y PSNR 35.61 35.41 -0.56 
U PSNR 37.50 37.87 0.99 
V PSNR 40.04 40.23 0.47 
Y SSIM 0.95 0.94 -1.05 
U SSIM 0.96 0.96 0.00 
V SSIM 0.95 0.95 0.00 

35 

3353.00 1563.00 -53.39 

Y MSE 30.13 31.74 5.34 
U MSE 20.07 17.92 -10.71 
V MSE 10.85 10.33 -4.79 

Y PSNR 33.35 33.12 -0.69 
U PSNR 35.11 35.60 1.40 
V PSNR 37.78 37.99 0.56 
Y SSIM 0.92 0.91 -1.09 
U SSIM 0.94 0.95 1.06 
V SSIM 0.94 0.94 0.00 
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Table 6.5 Transcoder results for Akiyo QCIF sequence, Time saving, cascade 
transcoder Vs proposed transcoder 

 
 

QP 
Open loop 

encoding time 
(s) 

Transcoded 
encoding time 

(s) 
Time saving % 

10 9 1 89 
15 10 1 90 
20 11 1 91 
28 11 1 91 
36 12 1 92 

 

Akiyo - Comparison of Y MSE

0

5

10

15

20

25

30

35

10 15 20 28 35

QP

Y
 M

S
E

Re-encoding
Proposed

 
Figure 6.6 Transcoder Results - Akiyo, QCIF, Comparison of Y mean square error, cascade 

transcoder Vs proposed transcoder 
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Figure 6.7 Transcoder Results - Akiyo, QCIF, Comparison of Y peak signal to noise ratio, 

cascade transcoder Vs proposed transcoder 
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Akiyo - Comparison of Y SSIM
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Figure 6.8  Transcoder Results - Akiyo, QCIF, Comparison of Y structural similarity index, 
cascade transcoder Vs proposed transcoder 
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Figure 6.9 Transcoder Results - Akiyo, QCIF, Comparison of encoding times, cascade 
transcoder Vs proposed transcoder 
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Akiyo - % change in bitstream file size
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Figure 6.10 Transcoder Results - Akiyo, QCIF, Percentage change in bitstream file size, 

cascade transcoder Vs proposed transcoder 
 
 
Figure 6.11 illustrates the test sequences results.  

 
 

 
Figure 6.11 Akiyo sequence (a) Original (b) H.264 decoded (c) Reference cascade decoded 

at QP 10 (d) Proposed transcoder decoded at QP 10 
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6.4.9.2.1.2 Test sequence: Miss America, QCIF Resolution, 10 frames 

 
Table 6.6 Transcoder results for Miss America QCIF sequence, cascade transcoder Vs 

proposed transcoder 
 

QP 
Open loop 
bitstream 

(kb) 

Transcoded 
bitstream (kb) 

% 
change 
in file 
size 

Metrics 
type 

Open 
loop 

Transcoder 
% 

Change 

10 

35626.00 34652.00 -2.73 

Y MSE 1.95 1.86 -4.62 
U MSE 2.86 2.71 -5.24 
V MSE 2.23 2.14 -4.04 

Y PSNR 45.24 45.44 0.44 
U PSNR 43.57 43.81 0.55 
V PSNR 44.65 44.83 0.40 
Y SSIM 0.98 0.98 0.00 
U SSIM 0.96 0.97 1.04 
V SSIM 0.98 0.98 0.00 

15 

12867.00 12831.00 -0.28 

Y MSE 3.37 3.16 -6.23 
U MSE 4.46 4.36 -2.24 
V MSE 3.68 3.44 -6.52 

Y PSNR 42.85 43.14 0.68 
U PSNR 41.66 41.75 0.22 
V PSNR 42.48 42.77 0.68 
Y SSIM 0.98 0.98 0.00 
U SSIM 0.95 0.95 0.00 
V SSIM 0.97 0.97 0.00 

20 

7948.00 7981.00 0.42 

Y MSE 5.13 4.63 -9.75 
U MSE 4.88 4.58 -6.15 
V MSE 5.41 5.10 -5.73 

Y PSNR 41.03 41.48 1.10 
U PSNR 41.25 41.53 0.68 
V PSNR 40.80 41.06 0.64 
Y SSIM 0.97 0.97 0.00 
U SSIM 0.95 0.95 0.00 
V SSIM 0.97 0.97 0.00 

28 

2633.00 2608.00 -0.95 

Y MSE 9.20 7.85 -14.67 
U MSE 4.78 4.75 -0.63 
V MSE 7.86 8.21 4.45 

Y PSNR 38.49 39.19 1.82 
U PSNR 41.33 41.37 0.10 
V PSNR 39.18 38.99 -0.48 
Y SSIM 0.96 0.96 0.00 
U SSIM 0.96 0.96 0.00 
V SSIM 0.96 0.96 0.00 

35 

1371.00 1374.00 0.22 

Y MSE 14.49 12.35 -14.77 
U MSE 3.91 3.99 2.05 
V MSE 13.43 14.55 8.34 

Y PSNR 36.52 37.22 1.92 
U PSNR 42.22 42.15 -0.17 
V PSNR 36.86 36.51 -0.95 
Y SSIM 0.95 0.95 0.00 
U SSIM 0.97 0.97 0.00 
V SSIM 0.94 0.93 -1.06 
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Table 6.7 Transcoder results for Miss America QCIF sequence, Time saving, cascade 
transcoder Vs proposed transcoder 

 

QP 
Open loop 

encoding time 
(s) 

Transcoded 
encoding time 

(s) 
Time saving % 

10 15 1 93 
15 15 1 93 
20 15 1 93 
28 15 1 93 
36 15 1 93 
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Figure 6.12 Transcoder Results – Miss America, QCIF, Comparison of Y mean square error, 
cascade transcoder Vs proposed transcoder 
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Figure 6.13  Transcoder Results – Miss America, QCIF, Comparison of Y peak signal to 

noise ratio, cascade transcoder Vs proposed transcoder 
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Miss America - Comparison of Y SSIM
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Figure 6.14 Transcoder Results – Miss America, QCIF, Comparison of Y structural similarity 
index, cascade transcoder Vs proposed transcoder 
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Figure 6.15 Transcoder Results – Miss America, QCIF, Comparison of encoding times, 
cascade transcoder Vs proposed transcoder 
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Miss America - % change in bitstream file size
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Figure 6.16 Transcoder Results – Miss America, QCIF, Percentage change in Y bitstream 
file size, cascade transcoder Vs proposed transcoder 

 

 
Figure 6.17 Miss America sequence (a) Original (b) H.264 decoded (c) Reference cascade 

decoded at QP 10 (d) Proposed transcoder decoded at QP 10 
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6.4.9.2.1.3 Test Sequence: Foreman, CIF Sequence, 10 frames 

 
Table 6.8 Transcoder results for Foreman CIF sequence, cascade transcoder Vs proposed 

transcoder 
 

QP 
Open loop 
bitstream 

(kb) 

Transcoded 
bitstream (kb) 

% 
change 
in file 
size 

Metrics 
type 

Open 
loop 

Transcoder 
% 

Change 

10 

243503.00 236918.00 -2.70 

Y MSE 3.57 3.33 -6.72 
U MSE 1.83 1.96 7.10 
V MSE 1.10 1.18 7.27 

Y PSNR 42.62 42.90 0.66 
U PSNR 45.52 45.24 -0.62 
V PSNR 47.72 47.48 -0.50 
Y SSIM 0.97 0.98 1.03 
U SSIM 0.98 0.98 0.00 
V SSIM 0.99 0.99 0.00 

15 

115937.00 112772.00 -2.73 

Y MSE 7.76 7.21 -7.09 
U MSE 2.62 2.64 0.76 
V MSE 1.46 1.44 -1.37 

Y PSNR 39.24 39.55 0.79 
U PSNR 43.95 43.92 -0.07 
V PSNR 46.50 46.56 0.13 
Y SSIM 0.95 0.95 0.00 
U SSIM 0.97 0.97 0.00 
V SSIM 0.99 0.99 0.00 

20 

79991.00 75328.00 -5.83 

Y MSE 11.83 11.22 -5.16 
U MSE 3.08 2.99 -2.92 
V MSE 1.94 1.94 0.00 

Y PSNR 37.41 37.64 0.61 
U PSNR 43.25 43.38 0.30 
V PSNR 45.25 45.27 0.04 
Y SSIM 0.94 0.94 0.00 
U SSIM 0.97 0.97 0.00 
V SSIM 0.98 0.98 0.00 

28 

39003.00 30616.00 -21.50 

Y MSE 17.49 19.11 9.26 
U MSE 3.20 2.86 -10.63 
V MSE 3.04 2.74 -9.87 

Y PSNR 35.70 35.32 -1.06 
U PSNR 43.10 43.58 1.11 
V PSNR 43.32 43.77 1.04 
Y SSIM 0.94 0.92 -2.13 
U SSIM 0.97 0.98 1.03 
V SSIM 0.98 0.98 0.00 

35 

32784.00 14969.00 -54.34 

Y MSE 23.96 31.02 29.47 
U MSE 4.32 3.50 -18.98 
V MSE 5.59 4.51 -19.32 

Y PSNR 34.36 33.22 -3.32 
U PSNR 41.82 42.70 2.10 
V PSNR 40.68 41.59 2.24 
Y SSIM 0.94 0.90 -4.26 
U SSIM 0.97 0.98 1.03 
V SSIM 0.97 0.98 1.03 
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Table 6.9 Transcoder results for Foreman CIF sequence, Time saving, cascade 
transcoder Vs proposed transcoder 

 

QP 
Open loop 

encoding time 
(s) 

Transcoded 
encoding time 

(s) 
Time saving % 

10 59 5 92 
15 58 5 91 
20 56 4 93 
28 58 4 93 
36 63 3 95 
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Figure 6.18 Transcoder Results – Foreman, CIF, Comparison of Y mean square error, 

cascade transcoder Vs proposed transcoder 
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Figure 6.19  Transcoder Results – Foreman, CIF, Comparison of Y peak signal to noise 

ration, cascade transcoder Vs proposed transcoder 
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Foreman- Comparison of Y SSIM
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Figure 6.20  Transcoder Results – Foreman, CIF, Comparison of Y structural similarity index, 

cascade transcoder Vs proposed transcoder 
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Figure 6.21 Transcoder Results – Foreman, CIF, Comparison of encoding times, cascade 
transcoder Vs proposed transcoder 
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Foreman - % change in bitstream file size
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Figure 6.22  Transcoder Results – Foreman, CIF, Percentage change in Y mean bitstream 
file size, cascade transcoder Vs proposed transcoder 

 

 
Figure 6.23 Foreman sequence (a) Original (b) H.264 decoded (c) Reference cascade 

decoded at QP 10 (d) Proposed transcoder decoded at QP 10 
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6.4.9.2.1.4 Test Sequence: Football, CIF Sequence, 10 frames 

 
Table 6.10 Transcoder results for Football CIF sequence, cascade transcoder Vs proposed 

transcoder 
 

QP 
Open loop 
bitstream 

(kb) 

Transcoded 
bitstream (kb) 

% 
change 
in file 
size 

Metrics 
type 

Open 
loop 

Transcoder 
% 

Change 

10 

342460.00 339310.00 -0.92 

Y MSE 3.90 3.74 -4.1 
U MSE 2.30 2.52 9.57 
V MSE 2.11 2.31 9.48 

Y PSNR 42.22 42.40 0.43 
U PSNR 44.53 44.16 -0.83 
V PSNR 44.90 44.53 -0.82 
Y SSIM 0.99 0.99 0 
U SSIM 0.98 0.98 0 
V SSIM 0.98 0.97 -1.02 

15 

198665.00 193011.00 -2.85 

Y MSE 10.37 9.43 -9.06 
U MSE 4.24 4.32 1.89 
V MSE 3.41 3.49 2.35 

Y PSNR 37.98 38.39 1.08 
U PSNR 41.87 41.79 -0.19 
V PSNR 42.82 42.72 -0.23 
Y SSIM 0.96 0.97 1.04 
U SSIM 0.96 0.96 0 
V SSIM 0.96 0.96 0 

20 

149883.00 143584.00 -4.2 

Y MSE 19.40 17.20 -11.34 
U MSE 6.31 6.28 -0.48 
V MSE 4.48 4.41 -1.56 

Y PSNR 35.26 35.78 1.47 
U PSNR 40.15 40.16 0.02 
V PSNR 41.63 41.69 0.14 
Y SSIM 0.94 0.95 1.06 
U SSIM 0.95 0.95 0 
V SSIM 0.96 0.96 0 

28 

79887.00 77521.00 -2.96 

Y MSE 41.75 36.68 -12.14 
U MSE 10.91 10.49 -3.85 
V MSE 6.02 5.81 -3.49 

Y PSNR 31.94 32.49 1.72 
U PSNR 37.77 37.94 0.45 
V PSNR 40.35 40.50 0.37 
Y SSIM 0.88 0.89 1.14 
U SSIM 0.93 0.94 1.08 
V SSIM 0.95 0.95 0 

35 

47257.00 40065.00 -15.22 

Y MSE 68.63 64.08 -6.63 
U MSE 18.06 16.31 -9.69 
V MSE 8.66 7.48 -13.63 

Y PSNR 29.77 30.07 1.01 
U PSNR 35.59 36.02 1.21 
V PSNR 38.78 39.40 1.6 
Y SSIM 0.87 0.85 -2.3 
U SSIM 0.90 0.92 2.22 
V SSIM 0.94 0.95 1.06 
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Table 6.11 Transcoder results for Football CIF sequence, Time saving, cascade transcoder 
Vs proposed transcoder 

 

QP 
Open loop 

encoding time 
(s) 

Transcoded 
encoding time 

(s) 
Time saving % 

10 65 11 83 
15 64 9 86 
20 68 6 91 
28 71 4 94 
36 72 4 94 
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Figure 6.24  Transcoder Results – Football, CIF, Comparison of Y mean square error, 

cascade transcoder Vs proposed transcoder 
 

Football - Comparison of Y PSNR

28.00

30.00

32.00

34.00

36.00

38.00

40.00

42.00

44.00

10 15 20 28 35

QP

Y
 P

S
N

R
 (

dB
)

Re-encoding
Proposed

 
 

Figure 6.25  Transcoder Results – Football, CIF, Comparison of Y peak signal to noise ratio, 
cascade transcoder Vs proposed transcoder 
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Football - Comparison of Y SSIM
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Figure 6.26  Transcoder Results – Football, CIF, Comparison of Y structural similarity index, 

cascade transcoder Vs proposed transcoder 
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Figure 6.27  Transcoder Results – Football, CIF, Comparison of encoding times, cascade 
transcoder Vs proposed transcoder 
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Football - % change in bitstream file size
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Figure 6.28 Transcoder Results – Football, CIF, Percentage change in bitstream file size, 

cascade transcoder Vs proposed transcoder 
 

 
Figure 6.29 Football sequence (a) Original (b) H.264 decoded (c) Reference cascade 

decoded at QP 10 (d) Proposed transcoder decoded at QP 10 
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6.4.9.2.1.5 Test Sequence: Mobile, CIF Sequence, 10 frames 

 
Table 6.12 Transcoder results for Mobile CIF sequence, cascade transcoder Vs proposed 

transcoder 
 

QP 
Open loop 
bitstream 

(kb) 

Transcoded 
bitstream (kb) 

% 
change 
in file 
size 

Metrics 
type 

Open 
loop 

Transcoder 
% 

Change 

10 

461468.00 467886.00 1.39 

Y MSE 3.92 3.92 0 
U MSE 3.12 3.75 20.19 
V MSE 3.12 3.70 18.59 

Y PSNR 42.20 42.20 0 
U PSNR 43.19 42.44 -1.74 
V PSNR 43.20 42.49 -1.64 
Y SSIM 0.99 0.99 0 
U SSIM 0.98 0.98 0 
V SSIM 0.98 0.98 0 

15 

296914.00 298063.00 0.39 

Y MSE 10.91 10.72 -1.74 
U MSE 6.62 6.92 4.53 
V MSE 6.83 7.11 4.1 

Y PSNR 37.75 37.83 0.21 
U PSNR 39.92 39.74 -0.45 
V PSNR 39.79 39.63 -0.4 
Y SSIM 0.98 0.98 0 
U SSIM 0.96 0.96 0 
V SSIM 0.96 0.96 0 

20 

234004.00 231593.00 -1.03 

Y MSE 21.57 20.93 -2.97 
U MSE 9.95 10.11 1.61 
V MSE 10.65 10.90 2.35 

Y PSNR 34.79 34.92 0.37 
U PSNR 38.15 38.09 -0.16 
V PSNR 37.86 37.76 -0.26 
Y SSIM 0.96 0.96 0 
U SSIM 0.95 0.95 0 
V SSIM 0.95 0.95 0 

28 

146500.00 145306.00 -0.82 

Y MSE 56.99 52.25 -8.32 
U MSE 15.81 15.83 0.13 
V MSE 18.64 18.63 -0.05 

Y PSNR 30.58 30.95 1.21 
U PSNR 36.15 36.15 0 
V PSNR 35.43 35.43 0 
Y SSIM 0.93 0.93 0 
U SSIM 0.93 0.93 0 
V SSIM 0.93 0.94 1.08 

35 

72849.00 67449.00 -7.41 

Y MSE 123.48 111.44 -9.75 
U MSE 23.49 22.66 -3.53 
V MSE 30.99 29.50 -4.81 

Y PSNR 27.22 27.66 1.62 
U PSNR 34.44 34.60 0.46 
V PSNR 33.23 33.45 0.66 
Y SSIM 0.88 0.87 -1.14 
U SSIM 0.91 0.91 0 
V SSIM 0.91 0.92 1.1 
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Table 6.13 Transcoder results for Mobile CIF sequence, Time saving, cascade transcoder 
Vs proposed transcoder 

 

QP 
Open loop 

encoding time 
(s) 

Transcoded 
encoding time 

(s) 
Time saving % 

10 64 6 91 
15 68 6 91 
20 66 5 92 
28 71 5 93 
36 69 6 91 
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Figure 6.30 Transcoder Results – Mobile, CIF, Comparison of Y mean square error, 

cascade transcoder Vs proposed transcoder 
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Figure 6.31  Transcoder Results – Mobile, CIF, Comparison of Y peak signal to noise ratio, 

cascade transcoder Vs proposed transcoder 
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Mobile- Comparison of Y SSIM
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Figure 6.32 Transcoder Results – Mobile, CIF, Comparison of Y structural similarity index, 
cascade transcoder Vs proposed transcoder 
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Figure 6.33  Transcoder Results – Mobile, CIF, Comparison of encoding times, cascade 
transcoder Vs proposed transcoder 
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Mobile - % change in bitstream file size
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Figure 6.34  Transcoder Results – Mobile, CIF, Percentage change in bitstream file size, 

cascade transcoder Vs proposed transcoder 
 

 
 

Figure 6.35 Football sequence (a) Original (b) H.264 decoded (c) Reference cascade 
decoded at QP 10 (d) Proposed transcoder decoded at QP 10 
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6.4.9.2.2 Comparison of proposed transcoder, cascaded transcoder and H.264 decoder 
with respect to original video 

 

A comparison of the MSE, PSNR, SSIM, bit stream file size and encoding times 

between the proposed architecture, the cascaded re-encoding transcoder and the H.264 

decoder are tabulated for various quantization parameters (QP) and illustrated in Sections 

6.4.9.2.2.1 through 6.4.9.2.2.5. The reference video used for all the comparison purpose is 

the original video. This comparison allows us to understand the performance of VC-1 with 

respect to H.264 in terms of quality.  
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6.4.9.2.2.1 Test sequence: Akiyo, QCIF Resolution, 10 frames 

 
Table 6.14 Transcoder results for Akiyo QCIF sequence, H.264 Vs cascade transcoder Vs 

proposed transcoder 
 

QP 
Metrics 

type 
H.264 

Open 
loop 

Transcoder 

10 

Y MSE 0.47 2.63 2.60 
U MSE 0.45 2.07 2.04 
V MSE 0.41 1.65 1.65 

Y PSNR 51.43 43.94 43.98 
U PSNR 51.59 44.97 45.03 
V PSNR 51.97 45.97 45.95 
Y SSIM 1 0.98 0.98 
U SSIM 1 0.98 0.98 
V SSIM 1 0.98 0.98 

15 

Y MSE 1.06 5.80 5.88 
U MSE 0.82 3.93 3.94 
V MSE 0.74 2.97 2.97 

Y PSNR 47.9 40.49 40.44 
U PSNR 48.98 42.19 42.18 
V PSNR 49.41 43.41 43.41 
Y SSIM 0.99 0.97 0.97 
U SSIM 0.99 0.97 0.97 
V SSIM 0.99 0.97 0.97 

20 

Y MSE 2.33 10.42 10.55 
U MSE 1.68 7.21 6.95 
V MSE 1.33 4.87 4.87 

Y PSNR 44.46 37.95 37.90 
U PSNR 45.89 39.55 39.71 
V PSNR 46.9 41.25 41.26 
Y SSIM 0.99 0.96 0.96 
U SSIM 0.99 0.96 0.96 
V SSIM 0.99 0.96 0.96 

28 

Y MSE 8.25 24.54 25.59 
U MSE 5.33 16.35 15.50 
V MSE 4.22 10.36 10.33 

Y PSNR 38.97 34.23 34.05 
U PSNR 40.87 36.00 36.23 
V PSNR 41.88 37.98 37.99 
Y SSIM 0.97 0.93 0.92 
U SSIM 0.97 0.94 0.94 
V SSIM 0.96 0.92 0.92 

35 

Y MSE 25.25 52.72 54.04 
U MSE 12.09 31.51 29.71 
V MSE 7.77 16.68 17.09 

Y PSNR 34.11 30.91 30.80 
U PSNR 37.31 33.15 33.40 
V PSNR 39.23 35.91 35.80 
Y SSIM 0.93 0.87 0.86 
U SSIM 0.96 0.91 0.91 
V SSIM 0.94 0.90 0.89 

 
 

 



 

 130  

Akiyo - Comparison of Y MSE
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Figure 6.36 Transcoder Results - Akiyo, QCIF, Comparison of Y mean square error, H.264 

Vs cascade transcoder Vs proposed transcoder 
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Figure 6.37 Transcoder Results - Akiyo, QCIF, Comparison of Y peak signal to noise ratio, 

H.264 Vs cascade transcoder Vs proposed transcoder 
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Akiyo - Comparison of Y SSIM
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Figure 6.38  Transcoder Results - Akiyo, QCIF, Comparison of Y structural similarity index, 
H.264 Vs cascade transcoder Vs proposed transcoder 
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6.4.9.2.2.2 Test sequence: Miss America, QCIF Resolution, 10 frames 

 
Table 6.15 Transcoder results for Miss America QCIF sequence, H.264 Vs cascade 

transcoder Vs proposed transcoder 
 
 

QP 
Metrics 

type 
H.264 

Open 
loop 

Transcoder 

10 

Y MSE 0.48 2.31 2.21 
U MSE 0.61 3.32 3.19 
V MSE 0.59 2.66 2.58 

Y PSNR 51.36 44.50 44.69 
U PSNR 50.29 42.93 43.10 
V PSNR 50.41 43.88 44.02 
Y SSIM 0.99 0.98 0.98 
U SSIM 0.99 0.96 0.96 
V SSIM 0.99 0.98 0.98 

15 

Y MSE 1.03 4.11 3.88 
U MSE 1.6 5.57 5.52 
V MSE 1.35 4.60 4.39 

Y PSNR 48.02 41.99 42.24 
U PSNR 46.11 40.68 40.72 
V PSNR 46.83 41.51 41.71 
Y SSIM 0.99 0.97 0.97 
U SSIM 0.98 0.94 0.94 
V SSIM 0.99 0.96 0.97 

20 

Y MSE 2 6.86 6.36 
U MSE 3.57 7.77 7.46 
V MSE 2.49 7.59 7.36 

Y PSNR 45.12 39.77 40.09 
U PSNR 42.61 39.23 39.41 
V PSNR 44.17 39.33 39.46 
Y SSIM 0.98 0.96 0.96 
U SSIM 0.96 0.92 0.92 
V SSIM 0.98 0.95 0.95 

28 

Y MSE 5.83 14.90 13.24 
U MSE 7.53 11.82 11.99 
V MSE 7.1 15.09 15.38 

Y PSNR 40.47 36.40 36.91 
U PSNR 39.36 37.41 37.34 
V PSNR 39.62 36.35 36.27 
Y SSIM 0.97 0.93 0.94 
U SSIM 0.92 0.89 0.89 
V SSIM 0.96 0.93 0.92 

35 

Y MSE 15.09 29.24 27.25 
U MSE 11.09 14.32 14.60 
V MSE 12.66 26.59 29.24 

Y PSNR 36.35 33.47 33.78 
U PSNR 37.68 36.57 36.49 
V PSNR 37.11 33.89 33.48 
Y SSIM 0.94 0.90 0.90 
U SSIM 0.9 0.88 0.88 
V SSIM 0.94 0.89 0.88 

 



 

 133  
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Figure 6.39 Transcoder Results – Miss America, QCIF, Comparison of Y mean square 
error, H.264 Vs cascade transcoder Vs proposed transcoder 
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Figure 6.40 Transcoder Results - Miss America, QCIF, Comparison of Y peak signal to 

noise ratio, H.264 Vs cascade transcoder Vs proposed transcoder 
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Miss America - Comparison of Y SSIM
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Figure 6.41  Transcoder Results - Miss America, QCIF, Comparison of Y structural similarity 
index, H.264 Vs cascade transcoder Vs proposed transcoder 
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6.4.9.2.2.3 Test sequence: Foreman, CIF Resolution, 10 frames 

 
Table 6.16 Transcoder results for Foreman CIF sequence, H.264 Vs cascade transcoder Vs 

proposed transcoder 
 

QP 
Metrics 

type H.264 
Open 
loop Transcoder 

10 

Y MSE 0.43 3.98 3.71 
U MSE 0.52 2.16 2.28 
V MSE 0.48 1.40 1.46 

Y PSNR 51.8 42.14 42.45 
U PSNR 50.99 44.79 44.58 
V PSNR 51.29 46.67 46.53 
Y SSIM 1 0.97 0.97 
U SSIM 0.99 0.97 0.97 
V SSIM 0.99 0.98 0.98 

15 

Y MSE 1.22 8.61 8.03 
U MSE 1.11 3.52 3.56 
V MSE 0.78 2.02 2.01 

Y PSNR 47.27 38.79 39.09 
U PSNR 47.69 42.66 42.61 
V PSNR 49.2 45.09 45.11 
Y SSIM 0.99 0.95 0.95 
U SSIM 0.99 0.96 0.96 
V SSIM 0.99 0.98 0.98 

20 

Y MSE 3.32 14.50 13.83 
U MSE 2.1 5.10 5.05 
V MSE 1.13 2.81 2.82 

Y PSNR 42.93 36.52 36.73 
U PSNR 44.91 41.06 41.10 
V PSNR 47.61 43.64 43.63 
Y SSIM 0.98 0.92 0.92 
U SSIM 0.98 0.95 0.95 
V SSIM 0.99 0.97 0.98 

28 

Y MSE 11.61 28.08 30.15 
U MSE 5.09 8.18 7.97 
V MSE 2.58 5.33 5.18 

Y PSNR 37.49 33.65 33.34 
U PSNR 41.06 39.01 39.12 
V PSNR 44.02 40.87 41.00 
Y SSIM 0.94 0.89 0.87 
U SSIM 0.95 0.93 0.93 
V SSIM 0.98 0.97 0.97 

35 

Y MSE 29.24 51.68 60.94 
U MSE 7.53 11.18 10.87 
V MSE 4.72 9.74 8.76 

Y PSNR 33.47 31.00 30.28 
U PSNR 39.36 37.65 37.77 
V PSNR 41.39 38.25 38.71 
Y SSIM 0.89 0.85 0.82 
U SSIM 0.94 0.92 0.93 
V SSIM 0.97 0.95 0.96 
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Figure 6.42 Transcoder Results – Foreman, CIF, Comparison of Y mean square error, 
H.264 Vs cascade transcoder Vs proposed transcoder 
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Figure 6.43 Transcoder Results - Foreman, CIF, Comparison of Y peak signal to noise ratio, 

H.264 Vs cascade transcoder Vs proposed transcoder 
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Foreman- Comparison of Y SSIM
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Figure 6.44  Transcoder Results - Foreman, CIF, Comparison of Y structural similarity 
index, H.264 Vs cascade transcoder Vs proposed transcoder 
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6.4.9.2.2.4 Test sequence: Football, CIF Resolution, 10 frames 

 
Table 6.17 Transcoder results for Football CIF sequence, H.264 Vs cascade transcoder Vs 

proposed transcoder 
 
 

QP 
Metrics 

type 
H.264 

Open 
loop 

Transcoder 

10 

Y MSE 0.42 4.30 4.11 
U MSE 0.5 2.57 2.80 
V MSE 0.51 2.37 2.58 

Y PSNR 51.88 41.80 41.99 
U PSNR 51.16 44.04 43.69 
V PSNR 51.11 44.39 44.04 
Y SSIM 1 0.98 0.99 
U SSIM 0.99 0.98 0.97 
V SSIM 0.99 0.97 0.97 

15 

Y MSE 1.22 11.24 10.22 
U MSE 1.16 4.92 5.04 
V MSE 1.12 4.09 4.17 

Y PSNR 47.29 37.63 38.04 
U PSNR 47.5 41.21 41.11 
V PSNR 47.63 42.01 41.94 
Y SSIM 1 0.96 0.97 
U SSIM 0.99 0.96 0.96 
V SSIM 0.99 0.96 0.96 

20 

Y MSE 3.6 22.18 19.70 
U MSE 2.42 8.22 8.22 
V MSE 2.23 6.31 6.29 

Y PSNR 42.58 34.68 35.19 
U PSNR 44.3 38.99 38.99 
V PSNR 44.66 40.14 40.15 
Y SSIM 0.99 0.93 0.94 
U SSIM 0.98 0.94 0.94 
V SSIM 0.98 0.94 0.94 

28 

Y MSE 17.59 56.91 51.85 
U MSE 7.66 17.98 18.00 
V MSE 5.83 11.94 11.77 

Y PSNR 35.68 30.58 30.98 
U PSNR 39.3 35.59 35.58 
V PSNR 40.48 37.36 37.43 
Y SSIM 0.94 0.84 0.84 
U SSIM 0.95 0.89 0.89 
V SSIM 0.95 0.91 0.91 

35 

Y MSE 60.59 124.26 121.16 
U MSE 14.75 33.58 32.02 
V MSE 9.79 18.84 18.13 

Y PSNR 30.31 27.19 27.30 
U PSNR 36.45 32.88 33.09 
V PSNR 38.23 35.38 35.55 
Y SSIM 0.82 0.72 0.71 
U SSIM 0.92 0.84 0.85 
V SSIM 0.93 0.88 0.88 
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Figure 6.45 Transcoder Results – Football, CIF, Comparison of Y mean square error, H.264 
Vs cascade transcoder Vs proposed transcoder 
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Figure 6.46 Transcoder Results - Football, CIF, Comparison of Y peak signal to noise ratio, 

H.264 Vs cascade transcoder Vs proposed transcoder 
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Football - Comparison of Y SSIM

0.70

0.75

0.80

0.85

0.90

0.95

1.00

10 15 20 28 35

QP

Y
 S

S
IM

Re-encoding
Proposed
H.264

 
 

Figure 6.47  Transcoder Results - Football, CIF, Comparison of Y structural similarity index, 
H.264 Vs cascade transcoder Vs proposed transcoder 
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6.4.9.2.2.5 Test sequence: Mobile, CIF Resolution, 10 frames 

 
Table 6.18 Transcoder results for Mobile CIF sequence, H.264 Vs cascade transcoder Vs 

proposed transcoder 
 

QP 
Metrics 

type 
H.264 

Open 
loop 

Transcoder 

10 

Y MSE 0.41 4.32 4.31 
U MSE 0.48 3.53 4.14 
V MSE 0.47 3.51 4.08 

Y PSNR 52.04 41.77 41.79 
U PSNR 51.3 42.65 41.99 
V PSNR 51.39 42.68 42.06 
Y SSIM 1 0.99 0.99 
U SSIM 1 0.97 0.97 
V SSIM 1 0.98 0.98 

15 

Y MSE 1.13 11.84 11.62 
U MSE 1.34 7.88 8.18 
V MSE 1.31 8.05 8.31 

Y PSNR 47.63 37.40 37.48 
U PSNR 46.87 39.17 39.01 
V PSNR 46.98 39.08 38.94 
Y SSIM 1 0.97 0.97 
U SSIM 0.99 0.95 0.95 
V SSIM 0.99 0.96 0.96 

20 

Y MSE 3.32 24.42 23.75 
U MSE 3.71 13.77 13.98 
V MSE 3.59 14.37 14.52 

Y PSNR 42.94 34.26 34.37 
U PSNR 42.45 36.74 36.68 
V PSNR 42.58 36.56 36.51 
Y SSIM 0.99 0.96 0.95 
U SSIM 0.98 0.92 0.93 
V SSIM 0.98 0.93 0.93 

28 

Y MSE 19.15 73.16 69.32 
U MSE 13.88 32.31 32.17 
V MSE 14.43 35.46 35.33 

Y PSNR 35.32 29.50 29.73 
U PSNR 36.72 33.04 33.06 
V PSNR 36.55 32.64 32.65 
Y SSIM 0.97 0.91 0.91 
U SSIM 0.92 0.86 0.86 
V SSIM 0.93 0.87 0.87 

35 

Y MSE 83.28 202.69 194.80 
U MSE 26.96 55.12 53.70 
V MSE 29.54 65.49 63.83 

Y PSNR 28.93 25.07 25.24 
U PSNR 33.83 30.72 30.83 
V PSNR 33.44 29.97 30.09 
Y SSIM 0.92 0.82 0.81 
U SSIM 0.88 0.80 0.80 
V SSIM 0.89 0.81 0.81 
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Mobile- Comparison of Y MSE
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Figure 6.48 Transcoder Results – Mobile, CIF, Comparison of Y mean square error, H.264 
Vs cascade transcoder Vs proposed transcoder 
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Figure 6.49 Transcoder Results - Mobile, CIF, Comparison of Y peak signal to noise ratio, 

H.264 Vs cascade transcoder Vs proposed transcoder 
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Mobile- Comparison of Y SSIM
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Figure 6.50  Transcoder Results - Mobile, CIF, Comparison of Y structural similarity index, 
H.264 Vs cascade transcoder Vs proposed transcoder 

 

6.4.9.3 Observations 

 
From the observed results in Section 6.4.9.2.1, it can be inferred that the proposed 

transcoder performs comparable to the cascaded transcoder in terms of subjective quality. 

In other words, the proposed low complexity transcoder is a good solution in real time 

transcoding applications. 

 Though the cascaded and proposed transcoder do not match up to the objective 

quality of H.264 compared to the original video (refer Section 6.4.9.2.2), in terms of 

subjective quality, the transcoder is comparable to H.264’s performance at low quantization 

parameters. This observation strengthens the earlier claim that the low complexity VC-1 

codec is comparable to H.264 codec in subjective quality, which is the primary motivation for 

this research. The transcoder, however, falls short of the H.264 performance at high 

quantization parameters.  
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6.5 Conclusions and future work 

6.5.1 Conclusions 

 
It can be observed that the mode decision and motion vector information from the 

incoming H.264 bitstream can be used in re-encoding the H.264 bitstream to VC-1 bitstream. 

The resulting loss of quality as a result, in comparison with the cascaded decoder and 

encoder model is very less. The quality reduction is mainly due to simplified motion 

estimation process of the proposed VC-1 encoder. However corresponding reduction in the 

encoding time is high. Hence the complexity in the re-encoding process is reduced 

significantly using the proposed technique. The motion estimation block is completely 

eliminated in the encoding process. This means significant reduction in hardware chip size, 

cost and less power consumption in power valuable mobile devices.  

6.5.2 Future work 

 
The current technique only proposes the re-use of motion vectors / median of 

motion vectors available from the H.264 bitstream. It does not involve any motion vector 

(MV) refinement. The MV refinement process is useful in getting more accurate motion 

vector values from the approximate motion vector values by making a simplified search in 

small windows around the approximate values. The authors in [61] and [63] describe 

different motion vector refinement techniques. The transcoded video quality can be further 

improved by using MV refinement. Finding an appropriate MV refinement technique to 

supplement the proposed MV reuse can form the basis for future research.  

The current transcoder deals with the baseline profile of H.264 and simple profile of 

VC-1. The idea can be extended to other profiles like main and high profiles. Since main 

and high profiles of H.264 involve bi-directional prediction with multiple reference pictures 

and VC-1 allows only two reference pictures, algorithms to re-scale the motion vectors 

according to the appropriate reference pictures can be explored.  
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