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ABSTRACT 

 
ALTERNATIVE MATCHING SCHEMES FOR AUTOMATIC 

FINGERPRINT IDENTIFICATION SYSTEMS 

 

Michael Jason Futer, M.S. 

 

The University of Texas at Arlington, 2010 

 

Supervising Professor:  Michael T. Manry 

 Biometrics is a recognition technology that uses the unique behavioral and 

physiological traits of the human body as identifiers.  The fingerprint is one of the oldest 

and most widely used forms of biometric identifiers.  In this thesis, an automatic 

fingerprint identification system designed by a previous Electrical Engineering graduate 

student at The University of Texas at Arlington is upgraded with the purpose of improving 

matching accuracy.  A review of the baseline automatic fingerprint identification system is 

provided as a reference point for improvements in the system.  Then, improvements to 

the image enhancement stage of the baseline system are discussed.  They include 

replacing the simple transformation contrast stretching algorithm with the “contract and 

stretch” algorithm and upgrading the threshold variance in image segmentation to a 

threshold variance to mean ratio.  Next, improvements to the feature extraction and 

fusion stage of the baseline system are covered.  A new method for quantizing ridge 

direction estimates in the direction image is included in this section.  Finally, alternative 

matching schemes are implemented in the correlation-based matching stage of the 

baseline system.  The new matching schemes include direction only feature, density only  
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feature, two channels with addition-type fusion, two channels with multiplication-type 

fusion and two templates per class.  At the end, simulations are performed in order to test 

the performance of the improvements implemented in the automatic fingerprint 

identification system. 
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CHAPTER 1 

INTRODUCTION 

The need for personal identification has grown in recent years due in part to an 

increase in Internet commerce, a greater use of secured data and more stringent 

passport controls [1].  It has become a necessity in the Information Age, also referred to 

as the Information Era, where someone can transfer information easily and have the 

ability to obtain knowledge in seconds that was once difficult or not possible to find [2]. 

1.1 Conventional Methods of Personal Identification 

 One way to establish the identification of a person is via an automatic 

identification system, which exists in two conventional forms:  

1. Knowledge-based and 

2. Possession-based (or token-based) 

Knowledge-based systems consist of personal identification numbers (PINs) and 

passwords that are used as identifiers.  Possession-based (or token-based) systems 

include ID cards, Smart cards and keys for identifiers [1], [3], [4].   

Though these conventional forms of automatic identification are widely used in 

society today, they pose a number of risks to personal security.  Risks that are 

encountered when using knowledge-based systems are complicated PINs and 

passwords can be forgotten by the intended user or less-complex ones can be 

guessed/hacked by someone who is unauthorized.  Possession-based (or token-based) 

systems run the risk of having cards or keys misplaced, easily forged, lost or stolen.  

Cards and keys are also difficult to manage in large quantities [3], [4], [5].  A more
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advanced automatic identification system that exists today is a form called biometrics, 

which is also referred to as being-based [4]. 

1.2 Biometrics 

 Biometrics is an automatic identification system which uses the unique 

physiological or behavioral characteristics of the human body as identifiers [1], [3], [5].  In 

order for a characteristic to qualify as a biometric identifier, it must be: 

1. Present in all humans (universal),  

2. Different from person to person (unique),  

3. Unchanged on an individual’s body throughout an entire lifetime (permanent) and  

4. Able to be quantitatively measured (collectable) [6], [7] 

 This identification system is superior to conventional forms because it uses what 

the person is and not what the person knows or carries [5].  This eliminates the concerns 

with conventional identification systems where identifiers can be misplaced, easily forged, 

lost, stolen, forgotten or hacked [3], [4], [5].  Commonly used biometrics identification 

systems in existence today utilize unique characteristics of the face, fingerprint, iris, 

retina, voice, palmprint, hand, ear and gait [8].   

1.3 Fingerprint as a Biometric Identifier 

The fingerprint is the biometric identifier that is studied in this thesis.  Details 

about the history, human development and the function of an automatic identification 

system are provided in the following sub-sections. 

1.3.1 History and Human Development 

The fingerprint is one of the oldest and most unique forms of biometric identifiers 

from person to person.  Its origins as a biometric identifier can be found as early as 2200 

BC where the Assyrians, Babylonians, Chinese and Japanese used it as a personal code 
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[9].  In modern times, it has been used in non-computer based identification systems, 

known as dactyloscopy, for criminals by law enforcement dating back to 1897 [3].   

Human fingerprints are fully formed by the end of the first seven months of 

pregnancy on the unborn fetus and will remain constant throughout a lifetime.  The 

exception to this is when a fingerprint is modified unintentionally from accidents like cuts 

and bruises.  Fingerprints are so unique that the probability of any two being exactly alike 

is around one in 1.9 x 1015 [10], [11]. 

1.3.2 Function of an Automatic Identification System 

An automatic identification system is one that determines a user’s identity without 

having any prior information.  This can be complicated because not having the user first 

claim to be a specific person requires the identification system to process the input image 

against all template images in the stored database.  If the user has not previously had 

his/her template image loaded in the database, the system will fail at every attempt made 

to identify him/her [6].   

The automatic identification system works by taking an input image from a user 

and performing a one-on-one comparison of the input image against each template 

image in the stored database. Then, it determines the class by selecting the template 

image that contains features which are most similar to those of the input image.  An 

identification system is a “Who am I?” form of a recognition system [6]. 

1.4 Previous Work 

 This thesis furthers automatic fingerprint identification system research efforts in 

[12].  In his thesis, the author designs an automatic fingerprint identification system 

consisting of the following processing stages:  

1. Image enhancement (or pre-processing),  

2. Feature extraction and fusion,  
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3. Template image generation and  

4. Correlation-based matching 

The image enhancement stage consists of contrast stretching, local histogram 

equalization with image segmentation, local normalization, and image morphology.  

Then, in the feature extraction stage, the image is subjecting to binary thresholding 

followed by ridge direction and ridge density extracted locally as features via estimates 

from the two-dimensional Discrete Fourier Transform approach.  After that, a new 

approach, known as “Pseudo Spectrum Fusion”, is taken to fuse the direction image and 

density image together resulting in a more unique feature.  Next, the highest quality 

image from each class of fingerprint is chosen and a template image is generated and 

stored in a database.  Finally, correlation-based matching is performed using an input 

test image against each of the template images from the stored database in a one-to-

many fashion. The result is a fingerprint class for each match. 

1.5 Objectives and Overview 

Though the automatic fingerprint identification system developed in [12] was able 

to match up to 85% of the input images in a test database with their correct template 

image class, there is still room for improving the overall matching accuracy of the system.  

Exploring alternative matching schemes will be beneficial as well.  The image 

enhancement algorithms should be improved to produce a result with more retained 

foreground (ridge) data for producing features, less noise and less unwanted background 

information.  The direction image must be updated so that noise will be reduced when 

estimating ridge direction via the Discrete Fourier Transform approach.  This promotes 

more accurate feature extraction estimates.  In addition, alternative matching schemes 

will be tried with the goal of improving matching accuracy and reducing overall 

processing times.   
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This thesis is structured in the following manner.  First, an overview of the 

baseline automatic fingerprint identification system developed in [12] is provided in 

Chapter 2. This reviews the image enhancement stage, feature extraction and fusion 

stage, and correlation-based matching stage.  Areas for improvement in the baseline 

system are presented in Chapter 3.  Following that, image enhancement modifications 

are covered in detail in Chapter 4, including contrast stretching and image segmentation.  

Next, is Chapter 5 that describes feature extraction modifications including quantization 

of the direction image.  Then, Chapter 6 discusses alternative correlation-based matching 

schemes including single feature, two-channel features and multiple template images per 

class.  Simulation experiment results follow in Chapter 7 where simulated matching runs 

are performed and the resulting matching test data is displayed in tables for the reader.  

This shows the matching accuracy improvements in a quantitative manner.  The final 

section is Chapter 8, which describes conclusions drawn from this thesis and 

recommends future research. 
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CHAPTER 2 

BASELINE AUTOMATIC FINGERPRINT IDENTIFICATION SYSTEM 

The physical traits of the human fingerprint are discussed first in this chapter 

which is then followed by an overview of correlation-based identification systems.  The 

last section provides a review of the baseline automatic fingerprint identification system 

designed in [12]. 

2.1 Analysis of a Fingerprint 

The human fingerprint is used as a biometric identifier due to the unique 

characteristics of the ridges and valleys present on its surface.  The ridges are denoted 

by black lines and the valleys are denoted by white lines shown in a binary (or black and 

white) fingerprint image.  In 8-bit or 16-bit grayscale format, the darker-gray lines 

comprise the ridges and lighter-gray lines comprise the valleys [12].   

The ridges on a fingerprint can be divided into two different categories of 

features, which can be analyzed and used for personal identification purposes.  These 

two groups are called: 

1. Minutiae structures and  

2. Coarse level structures 

Minutiae structures utilize the fine ridge details and include terminations/endings, 

bifurcations, loops, whorls and arches [5], [13].  These features are traditionally used in 

automatic fingerprint identification systems because they are considered more reliable.  

This is due to higher complexity in the matching system at the expensive of much longer 

processing times [3], [14], [15], [16].  The problems with using minutiae structures include 

heavy reliance on image quality and enhancement and error propagation between stages
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 in the system.  Other sources of error include false minutiae and missing minutiae that 

are common when matching minutiae sets.  Coarse level structures are analyzed on a 

larger scale and include the density (or frequency) of ridges per unit area and the 

direction (or orientation) in which the ridges flow within a certain region of area.  Though 

less commonly used, these features are less sensitive to image quality with the added 

benefit of reduced processing time [17], [18].  Consequently, the coarse level features will 

be studied in this thesis. 

2.2 Correlation-based Automatic Fingerprint Identification Systems 

A correlation-based automatic fingerprint identification system (AFIS) functions 

by enhancing an input image, extracting and fusing feature data from that image and then 

performing cross-correlation matching with template images in a stored database.  Cross-

correlation matching is performed on the input fingerprint image and each of the template 

images in the stored database in a one-to-many fashion.  The template image that 

produces the cross-correlation matrix with the largest, real-valued coefficient is selected 

as the match.  The selected template image class is then assigned as the class of the 

input fingerprint image [12].  Figure 2.1 provides a block diagram of a correlation-based 

AFIS. 
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Figure 2.1 – Correlation-based Identification System Block Diagram 
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2.3 Review of the Baseline System 

The following sub-sections review the baseline automatic fingerprint identification 

system developed in [12].  The review covers all stages of the system displayed in Figure 

2.1 including image enhancement, feature extraction and fusion and correlation-based 

matching. 

2.3.1 Image Enhancement Stage 

 The four types of image enhancement, including contrast stretching, local 

histogram equalization with image segmentation, local normalization and image 

morphology, are described under the proceeding sub-headings.  The block diagram in 

Figure 2.2 displays the sequence in which the four image enhancement steps are 

performed. 

 

Figure 2.2 – Four Image Enhancement Steps Block Diagram 

Original Image  

Contrast Stretching 

Local Histogram 
Equalization with Image 

Segmentation 

Local Normalization 

Image Morphology 

Enhanced Image  



 10 
 

 

 Before the four types of image enhancement are discussed, an explanation of 

how fingerprint image quality is determined is given. 

 2.3.1.1 Assessing Fingerprint Quality 

 Factors that affect image quality are the condition of the user’s skin, the 

uniformity of physical contact made with the digital imaging device and the sensing 

capabilities of the digital imaging device.  The condition can be altered via cuts and other 

physical damage to the skin.  In addition, aging of the skin, along with an oily or dry 

surface, modifies the condition by changing the thickness of the ridges present.  When 

physical contact with the digital imaging device is non-uniform, the fingerprint may be 

improperly captured.  This non-uniform mapping often results in shift and rotational errors 

in the captured fingerprint image.  Sensing capabilities of a digital imaging device that 

affect image quality include resolution and dynamic range.  The resolution is represented 

by units of dots per inch (dpi) or pixels per inch (ppi).  The dynamic range describes the 

number of intensity levels available for each pixel in the image and is measured in units 

of bits [12].   

Visual evidence of low quality in a fingerprint image would be discontinuities in 

the ridges, smudges between them or thick background noise [12].  Examples of different 

quality fingerprint images are shown in Figure 2.3.  The matching accuracy of an 

automatic fingerprint identification system is reduced when image quality is poor. 
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Figure 2.3 – Examples of Different Quality Fingerprint Images 

 Image enhancement techniques must be applied to the fingerprint images in 

order to allow for better feature extraction which increases the matching accuracy of the 

automatic identification system.  Specifically, the following three ridge characteristics, 

when distorted, are targeted by the enhancement scheme:  

1. Separation,  

2. Discontinuity and  

3. Background noise 

If parallel ridges are not well separated due to noise, they may appear smudged or 

smeared together, which makes it more difficult to determine their orientation.  If there are 

discontinuities in the ridges, this can be caused by uneven ridge intensity from poor 

lighting or damaged skin resulting in slight gaps or breaks.  Background noise casts a 

shadow over the entire image which darkens it.  This affects extraction of the features 

when ridges appear blurry and in some cases ridge structures are generated that did not 

previously exist.  The three ridge characteristics mentioned above can drastically 
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degrade feature extraction in areas of the fingerprint image where they are corrupted 

[12]. 

 2.3.1.2 Contrast Stretching 

 Low-contrast is exhibited in some areas of fingerprint images and can be 

observed as a small range of grayscale levels in a particular area.  This is often caused 

by poor or non-uniform illumination, small dynamic range of the digital imaging device or 

nonlinearity of the digital imaging device [19]. 

The contrast stretching algorithm described in this subsection attempts to 

enhance the low-contrast areas of the image.  This is accomplished by expanding the 

corresponding grayscale levels into a larger range.  Contrast stretching is performed on 

both the region of interest known as “foreground” and the background region of the 

image.  The algorithm described next demonstrates a simple contrast stretching 

transformation [12]. 

The following steps describe the contrast stretching algorithm used in the 

baseline automatic fingerprint identification system designed in [12].  Given ),( lkI  as 

the intensity image and the maximum grayscale level L , where the coordinates ),( lk  

denote the location of the grayscale pixel value in the range of 0 to 1−L , the simple 

contrast stretching transformation is shown as: 


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   (2.1) 

The most critical information in a fingerprint image is typically compressed into a small 

range of grayscale values.  Careful selection of a  and b  in Equation 2.1 allows 

expansion of the ridge information into the maximum number of grayscale levels.  The 

grayscale levels corresponding to values greater than b are denoted as background 
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information [12].  A side-by-side comparison of a fingerprint image before and after 

contrast stretching is shown in Figure 2.4.  Notice that there is not much difference in the 

contrast using this simple transformation method. 

 

Figure 2.4 – Example of Contrast Stretching: Before and After (Baseline) 

 2.3.1.3 Local Histogram Equalization with Image Segmentation 

 After contrast stretching is completed, image segmentation, followed by local 

histogram equalization, is executed in order to eliminate background information and 

reduce inter-ridge smudges.  Image segmentation separates the image into foreground 

(region of interest) areas for histogram equalization and background areas which are 

ignored.  This not only facilitates faster, more efficient image processing at the current 

enhancement stage, but for future stages as well because image segmentation 

information is stored for later use.  The local approach for histogram equalization 

enhances small areas of the image in the region of interest which brings out more fine 

Original Contrast Stretched 
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detail.  This is a much better method than using a global approach which would enhance 

areas outside the region of interest and thus increase noise and add unnecessary 

processing time [12]. 

Before local histogram equalization can be performed, an image segmentation 

algorithm is run on the fingerprint image that designates which areas are foreground 

blocks and which are background blocks.  A threshold value is generated for this purpose 

using the variance of a dxd  pixel block within the image and works extremely well 

because background variance is much less than foreground variance.  The exact 

threshold variance is calculated by first dividing the two-dimensional intensity array 

),( lkI  into NM ⋅  blocks of size dxd  pixels.  Each block contains its own intensity 

array which is denoted as ),( lkI mn .  Then, a single threshold variance is computed with 

a scaling factor, α , in the following manner: 

( )
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with the mean value of the block computed as: 
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This threshold variance is calculated from the block in the dead center of the fingerprint 

image [12].  The red block shown in Figure 2.5 below indicates the exact location of the 

pixel block used to compute the single threshold variance value. 
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Figure 2.5 – Single-Point Threshold Variance Location 

Finally, each block in the two-dimensional intensity array ),( lkI is subjected to the 

threshold variance.  Those with a variance mn
2σ  that is greater than thresh

2σ  are denoted 

as foreground blocks and the remaining ones are denoted as background blocks [12]. 

Local histogram equalization is performed by transforming the grayscale values 

in each of the dxd  pixel blocks with two-dimensional intensity array ),( lkI mn  such that 

an equalized (or uniform) histogram is created.  Define L  as the number of grayscale 

values contained in the block.  The initial block can be represented by its discrete 

histogram or discrete density function with the follow equation: 

2
)(

d

n
lp l

mn =Ι          (2.4) 

for l  = 0, …, 1−L , where ln  is the number of pixels in the block with grayscale level  l .  

The process of histogram equalization maps the old grayscale values into new ones such 

that the new histogram is completely uniform.  The transformed grayscale values, which 

must also be in the range of k = 0, …, 1−L  can be represented by the transformed 

discrete histogram as follows [12]: 

∑
=

=
k

l
lnk npv

0
Im )(         (2.5) 
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Another side-by-side image and histogram comparison is shown in Figure 2.6 which 

gives a clear visual example of the results of performing local histogram equalization with 

image segmentation on a fingerprint image.  A much more uniformly distributed 

histogram is evident from the local histogram equalization along with block-like patterns 

of enhancement throughout the resulting image from segmentation. 

 

Figure 2.6 – Example of LHE with Image Segmentation: Before and After (Baseline) 

 2.3.1.4 Local Normalization 

 Local normalization is the next step of image enhancement and is applied to the 

fingerprint image in order to increase the contrast level between the ridges, which are 

dark gray to black in color, and valleys, which are light gray to white in color.  This is 

necessary because the effects of the local histogram equalization that was applied 

previously enhanced both the ridges and the valleys.  This resulted in valleys that appear 

Contrast Stretched LHE with Segmentation 
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as darker shades of gray than desired.  Sharpening of the contrast through local 

normalization will reverse these undesired effects on the valleys and thus provide a better 

result for feature extraction [12]. 

This algorithm is applied in a local fashion meaning that it will only affect the 

blocks that were designated as “foreground” during image segmentation in the previous 

subsection.  It attempts to reduce the grayscale value differences along the ridges and 

valleys by setting the mean and variance of each local block to pre-determined values.    

Using pre-determined mean and variance values aids in sharpening the contrast which 

lowers the side-effects of the local histogram equalization on the valleys.  For each dxd  

local pixel block with two-dimensional intensity array ),( lkI mn , mean mnµ  and variance 

2
mnσ , normalization is performed on each grayscale pixel using this formula: 

( )

( )











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σ

µσ
µ

σ

µσ
µ

  

otherwise

lkI mnmn µ>),(

 (2.6) 

with pre-determined mean 0µ  and  pre-determined variance 
2

0σ  [12]. 

Figure 2.7 below shows the effects of local normalization on the individual pixels 

in the fingerprint image and it can be seen that the valleys have become brighter which 

produces more pronounced ridges. 
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Figure 2.7 – Example of Local Normalization: Before and After (Baseline) 

 2.3.1.5 Image Morphology 

 The final step of image enhancement is image morphology which is performed 

with the goal of reducing and possibly removing pixel pits and holes. These blemishes 

are remnants of the local normalization that was done in the previous subsection.  This 

operation is also known as “morphological opening” [12]. 

Image morphology is performed using the following procedure.  First, the 

fingerprint image is zoomed in by a factor of two (2X) in order to allow room for the 

smoothing filter to be applied to the image without thickening the ridges or merging them 

together.  Next, a smoothing filter, in the shape of a disk with a radius of one pixel, is 

applied to the entire image, which eliminates many of the pixel pits and holes.  Given 

),( lkI as the two-dimensional intensity array of the fingerprint image, then Equation 2.7 

describes the disk-shaped smoothing filter with a radius of one pixel: 

{ }),(min),( nlmkIlkM ++=  ,11 ≤≤− m  11 ≤≤− n   (2.7) 

Finally, the filtered image is zoomed out by a factor of one-half (0.5X) in order to return it 

to the original size [12]. 

LHE with Segmentation Local Normalized 
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 Figure 2.8 provides a side-by-side display of a fingerprint image before and after 

the morphological opening process.  Notice the reduction in random speckle noise 

throughout the image. 

 

Figure 2.8 – Example of Morphological Opening: Before and After 

 2.3.1.6 Image Enhancement Results 

 Examples of actual fingerprints before and after image enhancement is applied 

are shown in Figure 2.9 below.  The top row shown in the figure contains the original 

images and the bottom row contains the images after being exposed to all four steps of 

enhancement. 

Local Normalized Morphologically Opened 
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Figure 2.9 – Four Stages of Image Enhancement Examples (Baseline) 

2.3.2 Feature Extraction and Fusion Stage 

 An extracted feature in an automatic fingerprint identification system provides a 

representation of the unique aspects of an individual.  The feature must be implemented 

so that it performs optimally with the chosen matching scheme at a later stage in the 

system.  This is necessary because the functionality of the two is interdependent.  The 

feature extraction method has the largest influence on the type of design and level of 

performance of the automatic fingerprint identification system [12]. 

In order to qualify for use in an automatic fingerprint identification system, the 

extracted feature should meet certain criteria.  This includes: 

1. Rotation invariance (i.e. the image may be rotated at various angles on the digital 

imaging device while yielding the same extracted feature),  

2. Shift invariance (i.e. the image may be shifted to another location on the digital 

imaging device while yielding the same extracted feature),  
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3. Noise immunity (i.e. the image will yield the same extracted feature even if different 

types of noise are present in itself or the digital imaging device) and  

4. Memory storage efficiency (i.e. the amount of memory occupied by the extracted 

feature is much less than that of an 8-bit grayscale image; yet the amount of 

information contained is sufficient) 

The chosen feature should satisfy most of the conditions mentioned above in addition to 

those conditions covered by the correlation-based matching stage [12].   

The automatic fingerprint identification system covered in this thesis satisfies the 

requirements of slight rotation invariance, shift invariance, some noisy immunity and 

memory storage efficiency.  Due to the preservation of fine details in a local-type feature, 

slight rotational invariance exists.  Shift invariance is provided by the two-dimensional 

cross-correlation matching stage in the system.  The four image enhancement steps 

provide a method for noise immunity.  The final requirement, known as memory storage 

efficiency, is met through the use of block-wise operations for local features that 

significantly reduce the number of captured data points in comparison with pixel-wise 

operations.  However, there is no negative impact on the extracted feature data [12]. 

 2.3.2.1 Fingerprint Representation Overview 

 A fingerprint image contains unique features, or representations, that can be 

used for the purpose of identification.  The features that are best qualified for fingerprint 

identification are those that remain unchanged in the presence of shift, rotation and other 

physical disturbances [20].  Representations can be classified as two different types: 

1. Global features and 

2. Local features 

Global features, which include core and delta, are most often used to index and classify 

fingerprint images.  They are comprised of a single feature covering the entire area that 
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provides a general, or overall, description of the fingerprint.  This requires that the 

fingerprint be examined as one, large area.  On the other hand, automatic identification 

system applications work well with local or minutiae features.  This type consists of many 

features found on one fingerprint with each being captured from a different segment of 

the image [12]. 

The two local representations used in the baseline automatic fingerprint 

identification system in this thesis are ridge direction and ridge density.  Ridge direction is 

a very popular type of local feature in the industry and indicates which way the ridges 

“flow” in a specific area of the image.  It is also known as “ridge orientation” [21].  The 

second type of local representation, which isn’t quite as popular, indicates the number of 

ridges contained in a particular area of the fingerprint image and is known as ridge 

density.  Ridge density is often used for filter design, classification and identification 

purposes.  It is also called “ridge frequency”.  Other local representation methods exist in 

the form of minutiae features which include terminations/endings, bifurcations, loops, 

whorls and other fine ridge details [12]. 

2.3.2.2 Ridge Direction Representation 

There are two similar mathematical models that may be used to represent 

fingerprint ridge direction.  The first is known as a “vector field” and is shown in the 

Cartesian plane in Figure 2.10 below. 
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Figure 2.10 – Vector Field Model 
 

The angle θ  represents the direction of the vector and falls in the range of 0 to 2π 

radians with respect to the positive x-axis (or positive horizontal axis).  The second 

mathematical model appears as a straight line in place of the vector and is known as an 

“orientation field” (or direction field).  An example of it is displayed in another Cartesian 

plane in Figure 2.11 shown next. 

 

Figure 2.11 – Orientation Field Model 

+x 

+x 



 24 
 

 

In this case, the angle θ  now represents the orientation of a straight line.  This angle θ  

is similar to the angle described in the vector field model because it is measured in 

radians with respect to the positive x-axis (or positive horizontal axis).  However, its range 

is limited to 0 to π radians with no change in the angle θ  when phase-shifted by integer 

multiples of π radians [12]. 

Both the vector field and orientation field are two-dimensional functions that 

model an angular direction.  The vector field represents a direction in the range of 0 to 2π 

radians and the orientation field represents a direction in the range of 0 to π radians.  The 

ridges of a fingerprint appear identical when phase-shifted by π radians (i.e. 0 and π, π/2 

and 3π/2, π/4 and 5π/4) which makes the orientation field more suitable for modeling 

fingerprint ridge direction [12].  Hence, the orientation field is the one that will be used in 

this thesis. 

2.3.2.3 Ridge Density Representation 

 The number of ridges present in a confined local area (or block) in the fingerprint 

image is known as ridge density (or “ridge frequency”).  The unit of measurement 

consists of the width of one ridge and its neighboring valley combined.  This is not to be 

confused with ridge distance which is measured as the length of a perpendicular line 

between two ridges beginning at the center of the first ridge and ending at the center of 

the second one [22].  Ridge density estimates can be affected by variables such as intra-

fingerprint and inter-fingerprint ridge distances, ridge direction and different types of noise 

[12]. 
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2.3.2.4 Direction and Density Images Overview 

 Direction and density images are the models that are used to store the extracted 

feature information which is later fused together.  Generating the best possible estimates 

of both ridge direction and ridge density is especially critical since these two local 

representations describe an entire fingerprint image [12].   

The direction image, ),( nmθ , is comprised of a two-dimensional set of NM ⋅  

blocks with each containing a local ridge direction.  Each of these local ridge direction 

estimates is derived from the pixels in a dxd  non-overlapping block in a fingerprint 

image.  In addition to estimating ridge direction, the pixels in a dxd  non-overlapping 

block in the fingerprint image are used to generate the ridge density estimate [12]. 

The density image, ),( nmD , is also comprised of a two-dimensional set of 

NM ⋅  blocks, but this time each contains a local ridge density estimate.  This estimate 

is defined as the number of ridges along the direction perpendicular to the direction of the 

ridge orientation in a local area [12]. 

In the next two subsections, image thresholding and the two-dimensional 

Discrete Fourier Transform approach for estimating ridge direction and ridge density 

simultaneously are explain in detail [12]. 

2.3.2.5 Image Thresholding 

 Before the two-dimensional Discrete Fourier Transform approach can be applied 

to the fingerprint image for ridge direction and ridge density estimation, it must be 

converted into a binary (or black and white) format via image thresholding.  This serves 

as a special type of image enhancement that aids the features estimation process by 

reducing harmonics in the frequency spectrum that can be attributed to grayscale level 

variations in the spatial domain [12]. 
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The image thresholding technique used in the baseline automatic fingerprint 

identification system is known as the “peaks and valleys” method.  First, the minimum 

and maximum grayscale levels are extracted from the NM ⋅  intensity image ),( lkI , 

respectively, as:           

{ }),(minmin lkII =   ,10 −≤≤ Mk  10 −≤≤ Nl    (2.8) 

{ }),(maxmax lkII =   ,10 −≤≤ Mk  10 −≤≤ Nl    (2.9) 

Using the information obtained from Equation 2.8 and Equation 2.9, the 256 grayscale 

bins in the 8-bit intensity image ),( lkI  are compressed into a smaller resolution in this 

fashion: 









−
=

10/)( minmax

max

II

I
roundN Bins       (2.10) 

Next, the grayscale pixel values in ),( lkI  are mapped into the new histogram via a 

transformation with BinsN  as the new number of equally spaced bins: 

{ }),(),( lkITlkI comp =         (2.11) 

with the new bins centers defined by the following equation: 

k
N

kCenters
Bins

⋅
−

=
)1(

255
)(  10 −≤≤ BinsNk     (2.12) 

After that, the first and second peaks are located in the histogram of ),( lkI comp  and the 

corresponding bin positions 1maxPos  and 2maxPos  are noted, respectively: 

1max1max )( CountsPosCounts =       (2.13) 

2max2max )( CountsPosCounts =  ,2max1max PosPos ≠  12max1max ≠− PosPos  

          (2.14) 
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Finally, a threshold mean, threshµ , is computed from the values obtained in Equation 2.13 

and Equation 2.14 using this formula: 

2

)()( 2max1max PosCentersPosCenters
thresh

+
=µ     (2.15) 

Taking the value obtained for the threshold mean, threshµ , the image thresholding 

operation is performed on the NM ⋅  intensity image ),( lkI [12]: 





=
0

255
),( lkI thresh )(

)(

black

white
 

otherwise

lkI threshµ>),(
    (2.16) 

 The side-by-side fingerprint image comparison shown in Figure 2.12 

demonstrates the effects of image thresholding.  It can be seen that the image is no 

longer in an 8-bit grayscale format, but has been converted into two-color binary instead. 

 

Figure 2.12 – Example of Image Thresholding: Before and After (Baseline) 

 2.3.2.6 Features Estimation Using Discrete Fourier Transform Approach 

The Discrete Fourier Transform approach is used to estimate the local ridge 

direction and local ridge density for each fingerprint image.  This approach locates a peak 

in the two-dimensional frequency magnitude spectrum from which to derive the ridge 

direction and ridge density estimates.  The peak is a result of sinusoidal variations in 

brightness shown in the grayscale pixels in the spatial domain.  This method is 

Morphologically Opened Thresholded 
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advantageous over other available methods because it performs simultaneous 

computation of the local ridge direction and local ridge density, which allows much faster 

processing.  Orientation and spacing of the ridges do not affect the results in the 

frequency magnitude spectrum resulting in more accurate estimates of direction and 

density [23]. 

The two-dimensional Discrete Fourier Transform approach is performed in the 

following manner.  First, the fingerprint image is divided into NM ⋅  local blocks where 

each contains at least two ridge-valley pairs.  This ensures a more accurate estimate of 

local ridge direction and local ridge density.  Then, the two-dimensional Discrete Fourier 

Transform is performed on each block of size dxd  with two-dimensional intensity array 

),( tsI mn  using the following formula: 
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where dW  is given by the equation: 
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exp         (2.18) 

In order to simplify the estimation, only half of the frequency magnitude spectrum 

coefficients are used.  This is permitted due to the symmetry property of the two-

dimensional Discrete Fourier Transform [24].  In the next step, the coefficients are re-

ordered as: 

),(),( lkUffA mnyxmn =     (2.19) 

with xf  and yf  denoted as normalized frequencies in the ranges of: 

,
2

1
0 ≤≤ xf  

2

1

2

1
≤≤− yf        (2.20) 
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Before searching for a peak in the frequency magnitude spectrum, the DC component 

must be set to zero.  It will always have the largest value, but contains no useful 

information for estimating local ridge direction and local ridge density.  With the DC 

component set to zero, a search is performed on the spectrum to locate the next largest 

peak.  The horizontal and vertical distances of this peak from the center of the frequency 

magnitude spectrum are used to estimate the ridge direction and ridge density.  

Specifically, the ridge direction estimate is obtained from the angle and the ridge density 

estimate is obtained from the length of the hypotenuse of the right triangle formed from 

the horizontal and vertical distance vectors [12]. 

Examples of the effect that different ridge-valley patterns have on the frequency 

magnitude spectrum can be shown using alternating black and white lines at various 

orientations.  Figure 2.13 below displays the black and white patterns on the top row with 

the corresponding re-ordered frequency magnitude spectrums shown on the bottom row. 

 

Figure 2.13 – Sample Patterns with Corresponding Re-Ordered Frequency Spectrums 

The DC component is denoted on the three frequency magnitude spectrums in Figure 

2.13 by the white pixel shown in the top-center.  The white pixel located closest to the DC 

component is the peak of interest from which the ridge direction and ridge density 

estimates are derived [12].   
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 Using the normalized frequency coordinates ( xf , yf ) obtained from the peak in 

the re-ordered frequency magnitude spectrum, the ridge direction is estimated using the 

following equation: 









=

x

y

f

f
arctanθ     (2.21) 

and the ridge density is estimated using this equation [12]: 

22
yx ffD +=         (2.22) 

Besides producing ridge direction and density estimates at faster speeds due to 

simultaneous computation, the Discrete Fourier Transform approach also provides a 

higher degree of accuracy than other methods.  This is because the values calculated for 

the ridge direction estimates are not quantized to specific angles.  To further enhance the 

accuracy of this approach, filtering or two-dimensional interpolation can be performed 

around the area of the peak [12].   

Examples of ridge patterns taken from actual fingerprints along with their 

corresponding re-ordered frequency magnitude spectrums are displayed in Figure 2.14.  

The ridge patterns are along the left-hand column and the frequency spectrums are in the 

right-hand column.  Notice the black pixel in the top-center of each frequency spectrum 

that represents the DC component after its value has been set to zero [12].  The 

frequency magnitude spectrums are zoomed in to allow the reader to clearly locate the 

peak in each. 
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Figure 2.14 – Actual Fingerprint Ridge Patterns with Re-Ordered Frequency Spectrums 

 2.3.2.7 Direction and Density Images Results 

 Figure 2.15 provides two examples of actual fingerprints with their associated 

direction image and density image.  The direction images and density images were 

obtained using the Discrete Fourier Transform approach discussed in the previous 

subsection. 

Direction = 0°, Density = 1 

Direction = 135°, Density = 1.414 

Direction = 45°, Density = 1.414 
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Figure 2.15 – Direction Image and Density Image Examples (Baseline) 

 2.3.2.8 Pseudo Spectrum Fusion 

 The two-dimensional Discrete Fourier Transform shown in Equation 2.17 

provides the basis for the concept of pseudo spectrum fusion.  The name “pseudo 

spectrum” stems from using frequency spectrum components (i.e. phase and magnitude) 

to represent spatial domain features (i.e. ridge direction and ridge density).  This process 

combines the information contained separately in the direction image and density image 

into a single, fused feature.  As an example, a digital image can be transformed and 

represented in the frequency domain as ),( lkU .  This transformed image is complex and 

can be expressed in polar form as shown here: 

)),(exp(),(),( lkjlkUlkU φ⋅=       (2.23) 

where ),( lkU  stands for the magnitude and ),( lkφ  represents the phase angle of the 

frequency spectrum [12].   

Thresholded Density Image Direction Image 
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Given the ridge direction θ  and ridge density D , this same approach can be 

applied to create the fused feature F .  The direction acts as the phase angle component 

and the density behaves as the magnitude component in the Discrete Fourier Transform.  

The extracted pseudo spectrum feature F , which is complex in nature, is described by 

the following equation: 

)),(2exp(),(),( nmjnmDnmF θ⋅⋅=       (2.24) 

Make sure to note that there is a factor of two multiplied by the ridge direction in Equation 

2.24 with the purpose of eliminating discontinuities in the frequency spectrum.  This also 

expands the range of angles from 0 - π to 0 - 2π.  Figure 2.15 provides an example of 

this type of discontinuity [12]. 

The next subsection describes the correlation-based matching scheme used in 

the baseline automatic fingerprint identification system. 

2.3.3 Correlation-based Matching Stage 

 The purpose of a matching scheme is to compare the unique traits of an input 

image with a template image and then report the degree of similarity or a decision on 

whether or not they are from the same class.  Most matching schemes do not directly 

compare grayscale pixel values, but instead use features that are extracted prior to the 

matching stage.  The form of recognition chosen often dictates the type of extracted 

feature used by the matching scheme.  As an example, an identification system requires 

local features such as ridge direction and ridge density, but a classification system uses 

global features including cores and deltas [12]. 

The variation in appearance of fingerprint images makes the task of devising a 

matching scheme with a high degree of accuracy very challenging.  Most of the 

requirements that qualify a local feature for identification system purposes are satisfied 

prior to the matching stage.  These include rotation invariance, noise immunity and 
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memory storage efficiency.  This leaves the matching stage to compensate for the shift 

invariance property [12]. 

The matching scheme chosen for the baseline automatic fingerprint identification 

system uses a “correlation-based” technique.  The process involves taking an input 

grayscale image and template grayscale image (or input feature image and template 

feature image) and superimposing them on top of one another.  Then, two-dimensional 

cross-correlation is performed on corresponding pixels in the case of the former (or 

corresponding features in the case of the latter).  In either case, the cross-correlation is 

executed at various alignments of the two images before the process is completed.  The 

different alignments of the images during cross-correlation invoke the shift invariance 

property mentioned earlier in this chapter.  For example, an input image ),( lkI  and 

selected template image pT  produce the cross-correlation matrix ( )nmCIT ,  based on all 

points in the input image, where p  denotes the p th template.  This is represented by 

the following equation [12]: 
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The correlation-based matching scheme described above would not be practical 

when used for direct grayscale image comparison due to the extremely large number of 

computations required for pixel-wise operations.  However, since the identification system 

uses local features instead of grayscale pixels, there are far fewer data points to process 

during cross-correlation.  Thus, the formula in Equation 2.25 shown above is satisfactory 

[12].   

Another possible matching scheme uses a “minutiae-based” technique and is 

more common in automatic fingerprint identification systems currently available.  Minutiae 
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matching schemes extract features from an input image and a template image and store 

them as locations and orientations in a two-dimensional plane.  Then, the planes are 

aligned such that a maximum number of minutiae pairings are achieved.  An advantage 

to using the “minutiae-based” approach is that it can compensate for images with a very 

high degree of rotation, but is computationally expensive resulting in much longer match 

processing times [12]. 

 2.3.3.1 Fused Features Matching 

 The matching scheme in the baseline automatic fingerprint identification system 

is correlation-based and operates on extracted features generated by the Pseudo 

Spectrum Fusion approach.  The fused features matching process is performed with the 

following steps: 

1. A high-quality fingerprint image from each class in a given database is chosen to 

become a template image.  Each of these selected images is enhanced followed by 

feature extraction and fusion.  The fused features from each selected fingerprint 

image are saved into a template image and stored in a template database.  Each is 

denoted as TpF , where p represents the template class. 

2. Next, an input fingerprint image is selected from the same given database.  It is 

enhanced followed by feature extraction and fusion.  The fused features from the 

input fingerprint image are saved into an input features image and denoted as InF , 

where n  represents the input fingerprint class.   

3. Cross-correlation is then performed on the first template image and input features 

image using Equation 2.25.  The resulting cross-correlation matrix contains complex 

coefficients due to the complex nature of the fused features in TpF  and InF .  Only the 

real part of the cross-correlation coefficients matrix is considered when determining 



 36 
 

 

the degree of similarity between the template image and input features image.  

Large, real-valued correlation coefficients indicate a high degree of similarity between 

the two feature images where as small, real-valued correlation coefficients imply the 

two images are not at all alike. 

4. The same input features image is then cross-correlated with each of the remaining 

template images stored in the template database.  A match is determined by 

comparing the real-valued coefficients from each cross-correlation matrix with the 

rest and choosing the one with the largest, real-valued coefficient.  For example, if 

the largest, real-valued cross-correlation coefficient results from crossing the input 

features image with template p , then the input features image is considered to match 

with finger p .  A correct match results when p is equal to n . 

5. The process described in Step 2 – Step 4 is then repeated for all input features 

images obtained from the given database.  This assigns a template image class to 

every input features image [12]. 

 It is easily observed that when a template image is determined a non-match with 

a given input features image, the resulting cross-correlation matrix contains small real-

valued coefficients.  Another indicator of a non-match is a cross-correlation matrix with 

coefficients that are large, negative real values.  Both cases support the decision of a 

non-match since small or large, negative real-valued cross-correlation coefficients 

indicate a low degree of similarity [12]. 

 2.3.3.2 Correlation-based Matching Results 

 The following examples in Figure 2.16, Figure 2.17 and Figure 2.18 provide a 

visual demonstration of the “correlation-based” matching scheme used in the baseline 

automatic fingerprint identification system.  Three correlation-based matching scenarios 

are presented and they include: 
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1. Two identical images,  

2. Two different images from the same fingerprint class and 

3. Two different images from different fingerprint classes 

In each example, the real-valued cross-correlation coefficients matrices are shown in 

three-dimensional mesh grid plots for the direct grayscale and Pseudo Spectrum Fusion 

approaches.  Take note that since the direct grayscale approach is a pixel-wise operation 

and the Pseudo Spectrum Fusion approach is a block-wise operation, the sampling rates 

differ. The two fingerprint images used as the template image and input features image in 

the examples are shown above the three-dimensional mesh grid plots for reference [12]. 

Figure 2.16 – Correlation-based Matching: Exact Same Images 

Direct Grayscale Approach Pseudo-Spectrum Fusion 
Approach 
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Figure 2.17 – Correlation-based Matching: Different Images from Same Class 

 Figure 2.18 – Correlation-based Matching: Different Images from Different Classes 

Direct Grayscale Approach Pseudo-Spectrum Fusion 
Approach 

Direct Grayscale Approach Pseudo-Spectrum Fusion 
Approach 
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The examples shown in Figure 2.16, Figure 2.17 and Figure 2.18 verify the 

correlation-based matching scheme works.  When the two fingerprint images are a 

correct match, as in Figure 2.16 and Figure 2.17, large, real-valued cross-correlation 

coefficients are associated with the three-dimensional mesh grid plots.  The visual 

indicator for this is the large peak in any one of the plots shown in Figure 2.16 or Figure 

2.17.  For the two fingerprint images that belong to separate classes in Figure 2.18, the 

real-valued cross-correlation coefficients are smaller which indicates a non-match. The 

visual indicator for this is a much smaller peak in either of the three-dimensional mesh 

grid plots shown in Figure 2.18 [12]. 

2.3.4 Overall Performance Results 

 In order to benchmark improvements, the overall matching performance results 

from the baseline automatic fingerprint identification system are summarized in Table 2.1 

below.  Details concerning the fingerprint database description, experiment setup and 

experiment observations are discussed later in Chapter 7. 

Table 2.1 – Overall Matching Performance Results (Baseline) 

 Fingerprint 
DB #1 

Fingerprint 
DB #2 

Fingerprint 
DB #3 

Direct 
Grayscale  68.75% 83.75% 71.25% 

Pseudo-
Spectrum 

Fusion 
70% 85% 82.5% 
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CHAPTER 3 

AREAS FOR IMPROVEMENT 

 This chapter covers areas eligible for improvement in the baseline automatic 

fingerprint identification system and also provides a summary of the implemented 

solutions which are intended to increase the overall matching accuracy.  Its purpose is to 

transition the reader from the review of the baseline system into the proceeding chapters 

in this thesis where components in the system are either modified or replaced along with 

quantitative evaluations that support these changes. 

3.1 Problems to be Addressed 

 After careful review and evaluation of the baseline automatic fingerprint 

identification system in [12], the following components were selected for modification or 

replacement: 

1. Contrast Stretching (image enhancement stage), 

2. Image segmentation (image enhancement stage), 

3. Direction Image (feature extraction and fusion stage) and 

4. Fused features matching (correlation-based matching stage) 

 The contrast stretching algorithm discussed in Section 2.3.1.2 and demonstrated 

in Figure 2.4 results in little or no improvement in the contrast of the fingerprint image or 

the pixel distribution in the associated histogram.  A new algorithm, which spreads out the 

pixels into a wider dynamic range, without changing the histogram shape, is desired.  

This will ensure much greater contrast between the ridges and valleys in the fingerprint 

image.
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 The image segmentation algorithm covered in Section 2.3.1.3 and demonstrated 

in Figure 2.6 results in loss of critical foreground information and retention of 

unnecessary background information, which lowers matching accuracy, slows down 

processing time and imposes unwanted noise in the system.  A new algorithm, which 

generates a more accurate threshold for segmenting the image into foreground and 

background blocks, is desired.  This will produce an image with the maximum foreground 

information and much less unwanted background information. 

 The ridge direction representation discussed in Section 2.3.2.2 – Section 2.3.2.4 

and demonstrated in Figure 2.11 results in a direction image that retains much of the 

noise present in the fingerprint image.  A new ridge direction representation, which 

reduces noise while retaining the maximum amount of direction feature data, is desired.  

This will produce a direction image that contains the most accurate ridge direction 

estimates generated during feature extraction. 

 The fused features matching algorithm discussed in Section 2.3.3.1 and 

demonstrated in Figure 2.16, Figure 2.17 and Figure 2.18 results in many correct 

matches, but certainly leaves room for exploring alternative matching schemes.  New 

approaches to correlation-based matching, which utilize the same extracted features as 

the old matching scheme, are desired.  Experimentation with alternative matching 

schemes may improve overall matching accuracy as well as pave the way for future 

research. 

3.2 Thesis Goal and Tasks 

 The next three chapters contain details for the modifications performed on the 

image enhancement stage, feature extraction and fusion stage and correlation-based 

matching stage with a goal of improving the baseline system.  First, Chapter 4 covers 

improvements in the image enhancement stage.  This includes: 
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1. Replacing the simple contrast stretching transformation with a new algorithm referred 

to as the “contract and stretch” method and 

2. Modifying the image segmentation algorithm to use a threshold variance to mean 

ratio computation for segmenting into foreground and background blocks 

Next, improvements in the feature extraction and fusion stage are explained in Chapter 5.  

This includes quantizing ridge direction estimates in the direction image into four discrete 

levels.  Finally, Chapter 6 covers experiments in the correlation-based matching stage.  

The alternative matching schemes explored include: 

1. Direction only features matching, 

2. Density only features matching, 

3. Two channels with addition-type fusion matching, 

4. Two channels with multiplication-type fusion matching and 

5. Two templates per class matching 

 Each of the three proceeding chapters contains detailed descriptions of the new 

algorithms along with performance evaluations. 
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CHAPTER 4 

IMAGE ENHANCEMENT IMPROVEMENTS 

 Details for the replacements or modifications performed on the image 

enhancement stage of the baseline automatic fingerprint identification system are 

discussed in this chapter.  Each new algorithm description is followed by a performance 

evaluation for justification. 

4.1 Contrast Stretching 

 The following contrast stretching algorithm is called the “contract and stretch” 

method which replaces the simple transformation found in the baseline system. 

4.1.1 Algorithm Description 

 The “contract and stretch” method for contrast stretching is described in [25] and 

is provided in the following steps.  Let ),( lkI  be the NM ⋅  two-dimensional intensity 

array of an 8-bit grayscale fingerprint image.  First, the mean grayscale value of the entire 

image (or global mean) is computed by this equation: 

∑∑
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−

=⋅
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Using 0µ  computed in Equation 4.1, the foreground peak, FGµ , and background peak, 

BGµ , can be located with the following: 
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 Note that FGN  indicates the number of grayscale pixels with values less than or equal to 

0µ  (foreground pixels) and BGN  indicates the number of grayscale pixels with values 

greater than 0µ  (background pixels).  Next, the standard deviations about the foreground 

peak, FGµ , and background peak, BGµ , are computed using these formulas: 

( )∑
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−=
FGN

i
FG

FG
FG lkI

N 1

2),(
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µσ   0),( µ≤lkI    (4.4) 

( )∑
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Then, the grayscale pixels are contracted to fit within the limits of FGFG σµ −  and 

BGBG σµ + : 
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In the final step, the grayscale pixels are stretched into all 255 levels contained in the 8-

bit grayscale range with the following equation: 

)()(

)(),(
255),(

FGFGBGBG

FGFGcontract
stretch

lkI
lkI

σµσµ
σµ

−−+

−−
⋅=     (4.7) 

The side-by-side comparison of fingerprint images and associated histograms 

shown in Figure 4.1 provides a visual demonstration of the “contract and stretch” method 

for contrast stretching. 
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Figure 4.1 – Example of Contrast Stretching: Before and After (Improved) 

4.1.2 Performance Evaluation 

 The enhanced fingerprint image and its associated grayscale histogram shown in 

Figure 4.1 demonstrate satisfaction of the requirement for a contrast stretching algorithm 

that expands the grayscale pixels into a much wider dynamic range without altering the 

shape of the pixel distribution in the histogram.  As visual evidence in favor of the new 

algorithm, the enhanced image on the right hand side exhibits greater contrast between 

the ridges and valleys.  Its grayscale histogram contains a pixel distribution which spans 

all 256 levels in the 8-bit range and retains the general shape of the distribution shown in 

the original grayscale histogram. 

 A matching accuracy test is also used to evaluate the performance of the new 

contrast stretching algorithm.  The “contract and stretch” method was implemented in the 

Original Contrast Stretched 
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baseline automatic fingerprint identification system, which replaces the simple 

transformation, and simulated test runs were performed.  The overall matching accuracy 

results have improved for DB #1 and DB #3, but remained unchanged for DB #2.  They 

are shown in Table 4.1 below. 

Table 4.1 – Matching Results (Contrast Stretching Improved) 

 Fingerprint 
DB #1 

Fingerprint 
DB #2 

Fingerprint 
DB #3 

Pseudo-
Spectrum 

Fusion 
81.25% 85% 87.5% 

 

4.2 Image Segmentation 

 The following image segmentation algorithm uses a threshold variance to mean 

ratio for segmenting into foreground and background blocks which is a modified version 

of the threshold variance method used in the baseline system.  The idea behind this new 

method for image segmentation is to take into account the grayscale mean as well as the 

variance in order to produce a more accurate threshold for segmenting blocks into 

foreground and background. 

4.2.1 Algorithm Description 

The proceeding steps describe the modified image segmentation algorithm that 

is run on the fingerprint image after contrast stretching is completed.  A threshold value 

must be generated first using the global variance and global mean of the fingerprint 

image.  The global variance, 0
2σ , is calculated from the NM ⋅  two-dimensional 

intensity array ),( lkI  using the following equation: 
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with the global mean, 0µ , computed as: 
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Next, the threshold variance to mean ratio, 
threshµ

σ 2

, is chosen using the following 

calculation with a scaling factor, α : 

0

0
22

µ
σ

α
µ
σ

⋅=
thresh

        (4.10) 

Finally, the two-dimensional intensity array ),( lkI is divided into dxd  pixel blocks and 

each is subjected to the threshold variance to mean ratio.  Those with a local variance to 

local mean ratio that is greater than 
threshµ

σ 2

 are denoted as foreground blocks and the 

remaining ones are denoted as background blocks [26]. 

Following image segmentation, local histogram equalization is performed by 

transforming the grayscale values in each of the dxd  pixel blocks with two-dimensional 

intensity array ),( lkI mn  such that an equalized (or uniform) histogram is created.  A 

detailed procedure describing the steps for local histogram equalization is provided in 

Section 2.3.1.3 of Chapter 2. 

Another side-by-side comparison of fingerprint images and associated 

histograms is shown in Figure 4.2 and provides a visual demonstration of the threshold 

variance to mean ratio method for image segmentation. 



 48 
 

 

 

Figure 4.2 – Example of LHE with Image Segmentation: Before and After (Improved) 

4.2.2 Performance Evaluation 

 The enhanced fingerprint image and its associated grayscale histogram shown in 

Figure 4.2 demonstrate satisfaction of the requirement for an image segmentation 

algorithm that retains the maximum critical foreground information with less unnecessary 

background information in order to increase matching accuracy, reduce noise and 

increase processing speed.  As visual evidence in favor of the new algorithm, the 

enhanced image on the right hand side exhibits more foreground information and less 

background information.  Its grayscale histogram appears equalized (or uniform) 

indicating local histogram equalization has been performed. 

 A matching accuracy test is also used to evaluate the performance of the new 

image segmentation algorithm.  The threshold variance to mean ratio method was 

Contrast Stretched LHE with Segmentation 
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implemented in the baseline automatic fingerprint identification system, in addition to the 

“contract and stretch” method for contrast stretching, and simulated test runs were 

performed.  The overall matching accuracy results have improved for DB #1, DB #2 and 

DB #3.  They are shown in Table 4.2 below. 

Table 4.2 – Matching Results (Contrast Stretching + Image Segmentation Improved) 

 Fingerprint 
DB #1 

Fingerprint 
DB #2 

Fingerprint 
DB #3 

Pseudo-
Spectrum 

Fusion 
85% 88.75% 93.75% 

 

4.3 Image Enhancement Results 

 Examples of actual fingerprint images before and after improved image 

enhancement are shown in Figure 4.3 below.  The top row in the figure contains the 

original images and the bottom row contains the images after being exposed to: 

1. Contrast stretching using the “contract and stretch” method, 

2. Local histogram equalization with image segmentation using the “variance to mean 

ratio” method, 

3. Local normalization using the method from the baseline system and 

4. Image morphology using the method from the baseline system 
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Figure 4.3 – Four Stages of Image Enhancement Examples (Improved) 
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CHAPTER 5 

FEATURE EXTRACTION AND FUSION IMPROVEMENTS 

 Details for the modification performed on the feature extraction and fusion stage 

of the baseline automatic fingerprint identification system is discussed in this chapter.  

The new algorithm description is again followed by a performance evaluation for 

justification. 

5.1 Direction Image 

 The following quantization algorithm forces the ridge direction estimates in the 

direction image to one of four angle values, which is an improvement over the un-

quantized ridge direction estimates found in the baseline system.  The idea behind 

quantizing the ridge direction estimates stems from the “spatial domain” approach 

discussed in [12] where each estimate was quantized to one of eight angle values. 

5.1.1 Algorithm Description 

 Yet another mathematical model may be used to represent fingerprint ridge 

direction and is similar to the one shown in Figure 2.11. It is known as a “quantized 

orientation field” and is shown in the Cartesian plane in Figure 5.1 below. 
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Figure 5.1 – Orientation Field Model (Quantized) 

 As before, the angle θ  represents the orientation of a straight line.  The angle θ  

is similar to the angle described in the vector field model and orientation field model 

shown in Figure 2.10 and Figure 2.11, respectively, because it is also measured in 

radians with respect to the positive x-axis (or positive horizontal axis).  However, its range 

is strictly quantized to values of 0, π/4, π/2 and 3π/4 radians with no change in the angle 

θ  when phase-shifted by integer multiples of π radians [12]. 

 This new algorithm takes a ridge direction estimate generated via the Discrete 

Fourier Transform approach described in Section 2.3.2.6 and quantizes it using the 

following equation: 













=

4
3

2

4

0

π

π

π
θ quantized  

8
7

8
5

8
5

8
3

8
3

8

8
7,80

πθπ

πθπ

πθπ
πθππθ

<≤

<≤

<≤

<≤<≤

    (5.1) 

+x 

0 rad 

+ π/4 rad + 3π/4 rad 
+ π/2 rad 



 53 
 

 

The process is repeated until all ridge direction estimates in a given direction image have 

been quantized. 

5.1.2 Performance Evaluation 

 The quantized ridge direction representation shown in Figure 5.1 demonstrates 

satisfaction of the requirement for a direction image that reduces noise in the direction 

estimates.  As visual evidence in favor of the new algorithm, the direction image example 

provided in the next section of this chapter appears to have much smoother transitions 

between changing ridge directions indicating noise has been reduced or eliminated. 

 A matching accuracy test is used to evaluate the performance of the new 

quantized ridge direction algorithm.  The quantized direction image was implemented in 

the baseline automatic fingerprint identification system, in addition to the image 

enhancement improvements discussed in Chapter 4, and simulated test runs were 

performed.  The overall matching accuracy results have improved for DB #1 and DB #2 

and remain unchanged for DB #3.  They are shown in Table 5.1 below. 

Table 5.1 – Matching Results (Contrast Stretching, Image Seg. + Dir. Image Improved) 

 Fingerprint 
DB #1 

Fingerprint 
DB #2 

Fingerprint 
DB #3 

Pseudo-
Spectrum 

Fusion 
86.25% 90% 93.75% 

 

5.2 Direction Image Results 

 Figure 5.2 provides two examples of actual fingerprints with their associated 

direction image before and after improvement in the same row.  The direction images 

were estimated using the Discrete Fourier Transform approach discussed in Section 

2.3.2.7 of Chapter 2 followed by quantization of the ridge direction estimates. 
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Figure 5.2 – Direction Image Examples (Improved) 

 

 

 

 

Thresholded Improved Baseline 
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CHAPTER 6 

ALTERNATIVE CORRELATION-BASED MATCHING SCHEMES 

 Five alternative correlation-based matching schemes are provided in this 

chapter, which could be used in place of the “fused features” matching scheme present in 

the baseline automatic fingerprint identification system and described in Section 2.3.3.1 

of Chapter 2.  A results section containing three-dimensional correlation-based matching 

plots follows the descriptions of the alternative matching schemes in order to evaluate 

performance. 

6.1 Direction Feature Only Matching 

 The proceeding correlation-based matching scheme determines the significance 

of ),( nmθ . 

 The direction image only matching process is performed with the following steps: 

1. A high-quality fingerprint image from each class in a given database is chosen to 

become a template image.  Each of these selected images is enhanced followed by 

feature extraction of the direction image only.  The direction features from each 

selected fingerprint image are saved into a template image and stored in a template 

database.  Each is denoted as DirTpF − , where p represents the template class. 

2. Next, an input fingerprint image is selected from the same given database.  It is 

enhanced followed by feature extraction of the direction image only.  The direction 

features from the input fingerprint image are saved into an input features image and   

denoted as DirInF − , where n  represents the input fingerprint class.   

3. Cross-correlation is then performed on the first template image and input features 

image using the following equation:
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4. The resulting cross-correlation matrix contains complex coefficients due to the 

complex nature of the direction features in DirTpF −  and DirInF − .  Only the real part of 

the cross-correlation coefficients is considered when determining the degree of 

similarity between the template image and input features image.  Large, real-valued 

correlation coefficients indicate a high degree of similarity between the two feature 

images where as small, real-valued correlation coefficients imply the two images are 

not at all alike. 

5. The same input features image is then cross-correlated with each of the remaining 

template images stored in the template database.  A match is determined by 

comparing the real-valued coefficients from each cross-correlation matrix with the 

rest and choosing the one with the largest, real-valued coefficient.  For example, if 

the largest, real-valued cross-correlation coefficient results from crossing the input 

features image with template image p , then the input features image is considered to 

match with finger p .  A correct match results when p is equal to n . 

6. The process described in Step 2 – Step 5 is then repeated for all input features 

images obtained from the given database.  This assigns a template image class to 

every input features image [12]. 

6.2 Density Feature Only Matching 

 The following correlation-based matching scheme determines the significance of 

),( nmD . 

 The density image only matching process is performed with the following steps: 
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1. A high-quality fingerprint image from each class in a given database is chosen to 

become a template image.  Each of these selected images is enhanced followed by 

feature extraction of the density image only.  The density features from each selected 

fingerprint image are saved into a template image and stored in a template database.  

Each is denoted as DenTpF − , where p represents the template class. 

2. Next, an input fingerprint image is selected from the same given database.  It is 

enhanced followed by feature extraction of the density image only.  The density 

features from the input fingerprint image are saved into an input features image and   

denoted as DenInF − , where n  represents the input fingerprint class.   

3. Cross-correlation is then performed on the first template image and input features 

image using the following equation: 
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4. The resulting cross-correlation matrix contains only real-valued coefficients due to the 

nature of the density features in DenTpF −  and DenInF − .  Large, real-valued correlation 

coefficients indicate a high degree of similarity between the two feature images 

where as small, real-valued correlation coefficients imply the two images are not at all 

alike. 

5. The same input features image is then cross-correlated with each of the remaining 

template images stored in the template database.  A match is determined by 

comparing the real-valued coefficients from each cross-correlation matrix with the 

rest and choosing the one with the largest, real-valued coefficient.  For example, if 

the largest, real-valued cross-correlation coefficient results from crossing the input 
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features image with template image p , then the input features image is considered to 

match with finger p .  A correct match results when p is equal to n . 

6. The process described in Step 2 – Step 5 is then repeated for all input features 

images obtained from the given database.  This assigns a template image class to 

every input features image [12]. 

6.3 Two Channels with Addition-Type Fusion Matching 

 The following correlation-based matching scheme uses two channels to compare 

the direction images and density images separately with addition-type fusion in an 

attempt to improve matching accuracy.   

The weighting factors used when adding the two channels together were 

selected as those that resulted in the greatest matching accuracy during “trial and error” 

test runs.  The weighting factor, α, was tested ranging from 0.1 to 1.0 in increments of 0.1 

and all combinations were applied to the direction correlation coefficients matrix and the 

density correlation coefficients matrix.  The final value for α was chosen to be 0.1. 

 The two channels with addition matching process is performed with the following 

steps: 

1. A high-quality fingerprint image from each class in a given database is chosen to 

become a template image.  Each of these selected images is enhanced followed by 

feature extraction of the direction image and density image separately.  The direction 

features and density features from each selected fingerprint image are saved into two 

template images and stored in a template database.  Each pair is denoted as DirTpF −  

and DenTpF − , where p represents the template class. 

2. Next, an input fingerprint image is selected from the same given database.  It is 

enhanced followed by feature extraction of the direction image and density image 
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separately.  The direction features and density features from the input fingerprint 

image are saved into two input features images and denoted as DirInF −  and DenInF − , 

where n  represents the input fingerprint class.   

3. Cross-correlation is then performed on the first template direction image and input 

features direction image using Equation 6.1.  After that, cross-correlation is 

performed on the first template density image and input features direction image 

using Equation 6.2.  Once the two correlation coefficients matrices are generated, the 

additive cross-correlation coefficients matrix is created using the following equation: 

 

( ) ),(),(, nmCnmCnmC DenDirAdd ⋅+= α  ,MmM ≤≤−  NnN ≤≤−   

          (6.3) 

4. The resulting cross-correlation matrix contains complex coefficients due to the 

complex nature of the direction features in DirTpF −  and DirInF − .  Only the real part of 

the cross-correlation coefficients is considered when determining the degree of 

similarity between the template image and input features image.  Large, real-valued 

correlation coefficients indicate a high degree of similarity between the two feature 

images where as small, real-valued correlation coefficients imply the two images are 

not at all alike. 

5. The same input features image is then cross-correlated with each of the remaining 

template images stored in the template database.  A match is determined by 

comparing the real-valued coefficients from each additive cross-correlation matrix, 

),( nmCAdd , with the rest and choosing the one with the largest, real-valued 

coefficient.  For example, if the largest, real-valued cross-correlation coefficient 

results from crossing the input features image with template image p , then the input 
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features image is considered to match with finger p .  A correct match results when 

p is equal to n . 

6. The process described in Step 2 – Step 5 is then repeated for all input features 

images obtained from the given database.  This assigns a template image class to 

every input features image [12]. 

6.4 Two Channels with Multiplication-Type Fusion Matching 

 The following correlation-based matching scheme uses two channels to compare 

the direction images and density images separately with multiplication-type fusion in an 

attempt to improve matching accuracy. 

 The two channels with multiplication matching process is performed with the 

following steps: 

1. A high-quality fingerprint image from each class in a given database is chosen to 

become a template image.  Each of these selected images is enhanced followed by 

feature extraction of the direction image and density image separately.  The direction 

features and density features from each selected fingerprint image are saved into two 

template images and stored in a template database.  Each pair is denoted as DirTpF −  

and DenTpF − , where p represents the template class. 

2. Next, an input fingerprint image is selected from the same given database.  It is 

enhanced followed by feature extraction of the direction image and density image 

separately.  The direction features and density features from the input fingerprint 

image are saved into two input features images and denoted as DirInF −  and DenInF − , 

where n  represents the input fingerprint class.   

3. Cross-correlation is then performed on the first template direction image and input 

features direction image using Equation 6.1.  After that, cross-correlation is 
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performed on the first template density image and input features direction image 

using Equation 6.2.  Once the two correlation coefficients matrices are generated, the 

multiplicative cross-correlation coefficients matrix is created using the following 

equation: 

( ) ),(),(, nmCnmCnmC DenDirMult ⋅=  ,MmM ≤≤−  NnN ≤≤−   

          (6.4) 

4. The resulting cross-correlation matrix contains complex coefficients due to the 

complex nature of the direction features in DirTpF −  and DirInF − .  Only the real part of 

the cross-correlation coefficients is considered when determining the degree of 

similarity between the template image and input features image.  Large, real-valued 

correlation coefficients indicate a high degree of similarity between the two feature 

images where as small, real-valued correlation coefficients imply the two images are 

not at all alike. 

5. The same input features image is then cross-correlated with each of the remaining 

template images stored in the template database.  A match is determined by 

comparing the real-valued coefficients from each multiplicative cross-correlation 

matrix, ),( nmCMult , with the rest and choosing the one with the largest, real-valued 

coefficient.  For example, if the largest, real-valued cross-correlation coefficient 

results from crossing the input features image with template image p , then the input 

features image is considered to match with finger p .  A correct match results when 

p is equal to n . 

6. The process described in Step 2 – Step 5 is then repeated for all input features 

images obtained from the given database.  This assigns a template image class to 

every input features image [12]. 
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6.5 Two Templates per Class Matching 

 The following correlation-based matching scheme uses the Pseudo Spectrum 

Fusion approach with two templates per class in an attempt to improve matching 

accuracy.   

 The two templates per class matching process is performed using the following 

steps: 

1. Two high-quality fingerprint images from each class in a given database is chosen to 

become template images.  Each of these selected images is enhanced followed by 

feature extraction and fusion of the direction image and density image.  The two sets 

of fused features from each selected fingerprint image are saved into two template 

images per class and stored in a template database.  Each pair is denoted as 1TpF  

and 2TpF , where p represents the template class. 

2. Next, an input fingerprint image is selected from the same given database.  It is 

enhanced followed by feature extraction and fusion of the direction image and 

density image.  The fused features from the input fingerprint image are saved into an 

input features images and denoted as InF , where n  represents the input fingerprint 

class.   

3. Cross-correlation is then performed on the first template image and input features 

image using this equation: 
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After that, cross-correlation is performed on the second template image and input 

features image using this equation: 
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Once the two correlation coefficients matrices are generated, the two templates 

maximum cross-correlation coefficients matrix is created using the following equation: 
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4. The resulting cross-correlation matrix contains complex coefficients due to the 

complex nature of the fused features in 1TpF , 2TpF  and InF .  Only the real part of the 

cross-correlation coefficients is considered when determining the degree of similarity 

between the template image and input features image.  Large, real-valued correlation 

coefficients indicate a high degree of similarity between the two feature images 

where as small, real-valued correlation coefficients imply the two images are not at all 

alike. 

5. The same input features image is then cross-correlated with each of the remaining 

template image pairs stored in the template database.  A match is determined by 

comparing the real-valued coefficients from each maximum cross-correlation matrix, 

),( nmCMax , with the rest and choosing the one with the largest, real-valued 

coefficient.  For example, if the largest, real-valued cross-correlation coefficient 

results from crossing the input features image with template image set p , then the 

input features image is considered to match with finger p .  A correct match results 

when p is equal to n . 
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6. The process described in Step 2 – Step 5 is then repeated for all input features 

images obtained from the given database.  This assigns a template image set class 

to every input features image [12]. 

6.6 Correlation-Based Matching Results 

 The following examples in Figure 6.1 – Figure 6.9 provide a visual demonstration 

of the “correlation-based” matching schemes covered in the previous sections of this 

chapter.  Three correlation-based matching scenarios are presented and they include: 

1. Two identical images,  

2. Two different images from the same fingerprint class and 

3. Two different images from different fingerprint classes 

For each scenario, the real-valued cross-correlation coefficients matrices are shown in 

three-dimensional mesh grid plots using these three types of approaches with all 

improvements from Chapter 4 and Chapter 5 incorporated: 

1. Single Feature Matching, 

2. Two Channels Features Matching and 

3. Fused Features Matching 

The fingerprint images used as the template image and input features image in the 

examples are shown above the three-dimensional mesh grid plots for reference [12]. 
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Figure 6.1 – Single Feature Matching: Exact Same Images 

Figure 6.2 – Single Feature Matching: Different Images from Same Class 

Direction Feature Only Density Feature Only 

Direction Feature Only Density Feature Only 
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 Figure 6.3 – Single Feature Matching: Different Images from Different Classes 

Figure 6.4 – Two Channels Features Matching: Exact Same Images 

Two Channels with 
Addition-Type Fusion 

Two Channels with 
Multiplication-Type Fusion 

Direction Feature Only Density Feature Only 
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Figure 6.5 –Two Channels Features Matching: Different Images from Same Class 

 Figure 6.6 – Two Channels Features Matching: Different Images from Different Classes 

Two Channels with 
Addition-Type Fusion 

Two Channels with 
Multiplication-Type Fusion 

Two Channels with 
Addition-Type Fusion 

Two Channels with 
Multiplication-Type Fusion 
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Figure 6.7 – Fused Features Matching: Exact Same Images 

Figure 6.8 – Fused Features Matching: Different Images from Same Class 

Pseudo Spectrum Fusion 

Pseudo Spectrum Fusion 
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 Figure 6.9 – Fused Features Matching: Different Images from Different Classes 

The examples shown in Figure 6.1 - Figure 6.9 once again verify that correlation-based 

matching schemes work.  When the two fingerprint images are a correct match, as in 

Figure 6.1, Figure 6.2, Figure 6.4, Figure 6.5, Figure 6.7 and Figure 6.8, large, real-

valued cross-correlation coefficients are associated with the three-dimensional mesh grid 

plots.  The visual indicator for this is the large peak in any one of the plots shown in 

Figure 6.1, Figure 6.2, Figure 6.4, Figure 6.5, Figure 6.7 and Figure 6.8.  For the two 

fingerprint images that belong to separate classes in Figure 6.3, Figure 6.6 and Figure 

6.9, the real-valued cross-correlation coefficients are smaller which indicates a non-

match. The visual indicator for this is a much smaller peak in either of the three-

dimensional mesh grid plots shown in Figure 6.3, Figure 6.6 and Figure 6.9 [12]. 

 

Pseudo Spectrum Fusion 
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CHAPTER 7 

SIMULATION EXPERIMENT RESULTS 

 This chapter presents a matching simulation experiment using the alternative 

matching schemes discussed in Chapter 7.  The Pseudo Spectrum Fusion approach from 

the baseline fingerprint identification system is also included.  The image enhancement 

improvements in Chapter 4 and feature extraction and fusion improvement in Chapter 5 

are incorporated in these simulation experiments to provide the best possible matching 

accuracy. 

7.1 Objectives 

 The experiments in this chapter are conducted in order to validate the 

effectiveness of using ridge direction and ridge density as unique features in conjunction 

with various correlation-based matching schemes in an automatic fingerprint identification 

system.  This type of testing also evaluates the performance of the Discrete Fourier 

Transform approach since it is used to estimate the ridge direction and ridge density.  

The fully-functional automatic fingerprint identification system featured in this experiment 

includes the baseline automatic fingerprint identification system covered in Chapter 2, 

along with image enhancement improvements, feature extraction and fusion 

improvement and alternative matching schemes discussed in Chapter 4, Chapter 5 and 

Chapter 6, respectively.  Actual human fingerprint images are matched against stored 

template images in a database and the results are summarized in tables in the final 

section of this chapter [12]. 
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7.2 Fingerprint Database Description 

The three fingerprint databases used in this simulation experiment were obtained 

from Fingerprint Verification Competition 2000 (or FVC2000) [27].  Each database 

contains exactly 80 fingerprint images and they comprise a total of 10 different classes or 

fingers.  In other words, the databases are 10 fingers wide by eight impressions deep.  

No fingerprint images from the same class are exactly alike.  The fingerprint images in 

Database #1 are of size 300x300 pixels and were captured on a 500 dpi “Secure Desktop 

Scanner” low-cost optical sensor.  Database #2 contains images of size 256x364 pixels 

collected from a 500 dpi “Touch Chip” low-cost capacitive sensor.  Finally, the images 

that make up Database #3 are 448x478 pixels in size and were captured from a 500 dpi 

“DF-90” optical sensor [28]. 

7.3 Experiment Setup 

There are six separate matching schemes run on the three fingerprint image 

databases described in the previous section of this chapter.  Matching Scheme #1 is 

Direction Only Features which uses a single extracted feature via the Discrete Fourier 

Transform approach.  In Matching Scheme #2, Density Only Features also uses a single 

extracted feature via the Discrete Fourier Transform approach.  Matching Scheme #3 is 

Two Channels with Addition-Type Fusion which uses both extracted features in two 

separate channels via the Discrete Fourier Transform approach.  Matching Scheme #4 is 

Two Channels with Multiplication-Type Fusion which uses both extracted features in two 

separate channels via the Discrete Fourier Transform approach.  In Matching Scheme 

#5, Pseudo Spectrum Fusion uses a fused form of both extracted features via the 

Discrete Fourier Transform approach.  Matching Scheme #6 is Two Templates per Class 

which uses a fused form of both extracted features via the Discrete Fourier Transform 

approach and includes a second template image for each class of fingerprint [12]. 
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Before the six matching schemes are run in the experiment, there are two 

databases of template images which must be generated for fingerprint image Database 

#1.  In the cases of Matching Scheme #1 – Matching Scheme #5, which use the Discrete 

Fourier Transform approach, the highest quality image from each of the 10 classes is 

chosen, enhanced, and then a set of features is extracted, fused and stored in 10 

template images.  Matching Scheme #6 uses the Discrete Fourier Transform approach, 

but with two templates per class, so the two highest quality images from each of the 10 

classes are chosen, enhanced, and then a set of features is extracted, fused and stored 

in 20 template images [12]. 

Once the template image databases are generated for the six matching 

schemes, each of the 80 test images in fingerprint Database #1 are matched against 10 

template images using Direction Features Only in Matching Scheme #1.  The matching 

results contain a total of 800 matches for fingerprint Database #1 and are collected and 

analyzed to determine correct matches and incorrect matches.  Then, the 80 test images 

in fingerprint Database #1 are matched against 10 template images for Matching Scheme 

#2 – Matching Scheme #5.  In each case, the 800 total matches for fingerprint Database 

#1 are collected and analyzed to determine correct and incorrect matches.  Finally, the 

80 test images in fingerprint Database #1 are matched against 20 template images for 

Two Templates per Class in Matching Scheme #6.  This still results in 800 total matches 

for fingerprint Database #1 that are collected and analyzed to determine correct and 

incorrect matches.  After the six matching schemes are performed using fingerprint 

Database #1, they are repeated the same way using fingerprint Database #2 and 

fingerprint Database #3 [12]. 
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7.4 Data Formatting Description 

The matching data results from the six matching schemes are displayed in 18 

tables shown in the next section.  One of the six matching schemes is run on fingerprint 

Database #1, fingerprint Database #2 or fingerprint Database #3 per table.  Each of the 

18 tables contains test fingerprint image labels along the leftmost column and template 

image labels along the topmost row.  The test fingerprint images are represented as InF , 

where n  denotes the input fingerprint class, which falls in the range of one to 10.  

Similarly, the template images are represented as TpF , where p  denotes the template 

class and is once again between one and 10.  A raw data value x  in any one of the table 

cells represents the number of test images from finger n  that have been matched with 

template p .  The values for n  and p  are located by viewing the corresponding labels 

showing the input image subscript on the leftmost column and the corresponding 

template image subscript on the topmost row of the matching results table.  Since there 

are eight impressions per class of fingerprint image per database, each row in a data 

table always contains raw data values that total eight fingerprint images.  The raw data 

values appearing along the diagonal (i.e. cell numbers (1,1), (2,2), (3,3), …, (10,10)) 

indicate the number of correct matches per class.  Raw data values appearing in all other 

cell locations in the matching results tables are incorrect matches [12]. 

7.5 Matching Data Results 

Matching results data for each of the six matching schemes in this experiment is 

shown in matching data tables in this section.  Table 7.1 - Table 7.6 contain matching 

results data obtained from performing Matching Scheme #1 – Matching Scheme #6 on 

fingerprint Database #1, respectively.  Following that, Table 7.7 - Table 7.12 show the 

results from running Matching Scheme #1 – Matching Scheme #6 on fingerprint 
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Database #2.  The next three tables, which are Table 7.13 - Table 7.18, contain the 

results from performing the same six matching schemes, but this time using fingerprint 

Database #3.  Table 7.19 is the final table and it displays a summary of the overall 

matching accuracy of the six matching schemes covered in this thesis [12]. 

Using matching results data, the six matching schemes are ranked in order of 

matching accuracy from lowest to highest.  The Density Only Feature matching scheme 

is seen performing with the lowest matching accuracy in Tables 7.2, 7.8 and 7.14.  When 

comparing fingerprint images, it should be noted that the ridge density is not nearly as 

unique as the ridge direction and thus a density only matching scheme is a very poor 

performer.  This is followed by the Two Channels with Multiplication-Type Fusion scheme 

that was not much better with results shown in Tables 7.4, 7.10 and 7.16.  Multiplying the 

highly-unique ridge direction features with ridge density features vastly degraded their 

performance.  The Direction Only Feature and Two Channels with Addition-Type Fusion 

matching schemes were similar in matching accuracy which was much better than the 

first two matching schemes mentioned.  Their similar matching performance is due to 

scaling of the ridge density by a factor of 0.10 so that it had a minimal impact on the 

direction and density features sum in the Two Channels with Addition-Type Fusion 

matching scheme.  Their results are displayed in Tables 7.1, 7.7 and 7.13 and Tables 

7.3, 7.9 and 7.15, respectively.  The Pseudo Spectrum Fusion matching scheme 

exhibited quite an impressive matching accuracy in comparison to those previously 

mentioned with its results shown in Tables 7.5, 7.11 and 7.17.  Pseudo Spectrum Fusion 

creates a feature which is unique beyond what is accomplished using the ridge direction 

or ridge density as separate features.  Therefore, its matching performance exceeds all of 

the previously mentioned matching schemes.  Last of all, Two Templates per Class, 

which uses Pseudo Spectrum fused features in its matching scheme, resulted in a 
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matching accuracy which is higher than any of the others previously mentioned.  

Combining the advantage of a very unique feature with the ability to correctly match a 

lower quality fingerprint image using a second, lower quality template image makes this 

matching scheme outperform all others.  Its results can be seen in Tables 7.6, 7.12 and 

7.18.  The Two Templates per Class matching scheme is chosen as the preferred 

matching scheme in the automatic fingerprint identification system in this thesis. 

Table 7.1 – Direction Feature Only Matching (Database #1) 

Input 
Images  

Direction Feature Only Template Images Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 8          100% 

FI2  8         100% 

FI3   8        100% 

FI4    8       100% 

FI5     6  2    75% 

FI6      8     100% 

FI7 1      7    87.5% 

FI8  1      7   87.5% 

FI9     3    5  62.5% 

FI10 4 1        3 37.5% 
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Table 7.2 – Density Feature Only Matching (Database #1) 

Input 
Images  

Density Feature Only Template Images Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 3 3    1 1    37.5% 

FI2  4   2  2    50% 

FI3   5  1   2   62.5% 

FI4  2 1 4 1      50% 

FI5     6 1 1    75% 

FI6      7  1   87.5% 

FI7      1 7    87.5% 

FI8     1 5 1 1   12.5% 

FI9     2 1  1 4  50% 

FI10      4   1 3 37.5% 

 

Table 7.3 – Two Channels with Addition-Type Fusion Matching (Database #1) 

Input 
Images  

Two Channels with Addition-Type Fusion Template Ima ges Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 8          100% 

FI2  8         100% 

FI3   8        100% 

FI4    8       100% 

FI5     6  2    75% 

FI6      8     100% 

FI7 1      7    87.5% 

FI8  1      7   87.5% 

FI9     3    5  62.5% 

FI10 4 1        3 37.5% 
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Table 7.4 – Two Channels with Multiplication-Type Fusion Matching (Database #1) 

Input 
Images  

Two Channels with Multiplication Fusion Template Im ages Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 7      1    87.5% 

FI2  7    1     87.5% 

FI3  1 7        87.5% 

FI4    5 1  2    62.5% 

FI5     4  3 1   50% 

FI6      7  1   87.5% 

FI7     1  7    87.5% 

FI8  3    2  3   37.5% 

FI9     3    5  62.5% 

FI10 1 1    1  1  4 50% 

 

Table 7.5 – Pseudo Spectrum Fusion Matching (Database #1) 

Input 
Images  

Pseudo Spectrum Fusion Template Images Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 8          100% 

FI2  8         100% 

FI3   8        100% 

FI4    8       100% 

FI5    1 6  1    75% 

FI6      8     100% 

FI7       8    100% 

FI8  2      6   75% 

FI9     3    5  62.5% 

FI10 3 1        4 50% 

 

 
 
 
 
 



 78 
 

 

Table 7.6 – Two Templates per Class Matching (Database #1) 

Input 
Images  

Two Templates per Class Template Images Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 8          100% 

FI2  8         100% 

FI3   8        100% 

FI4    8       100% 

FI5     6    2  75% 

FI6      8     100% 

FI7       8    100% 

FI8  1    1  6   75% 

FI9     1    7  87.5% 

FI10 1 1        6 75% 

 

Table 7.7 – Direction Feature Only Matching (Database #2) 

Input 
Images  

Direction Feature Only Template Images Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 8          100% 

FI2  7      1   87.5% 

FI3   8        100% 

FI4    8       100% 

FI5     4  3   1 50% 

FI6      8     100% 

FI7       8    100% 

FI8  2    2  4   50% 

FI9         8  100% 

FI10 1        1 6 75% 
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Table 7.8 – Density Feature Only Matching (Database #2) 

Input 
Images  

Density Feature Only Template Images Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 2 3    1 2    25% 

FI2  4    2   2  50% 

FI3  1 2   4   1  25% 

FI4   1 3  2 1  1  37.5% 

FI5  1 3 1 2 1     25% 

FI6      6  1 1  75% 

FI7    1   7    87.5% 

FI8    1    6 1  75% 

FI9  1  2  2   3  37.5% 

FI10      3    5 62.5% 

 

Table 7.9 – Two Channels with Addition-Type Fusion Matching (Database #2) 

Input 
Images  

Two Channels with Addition-Type Fusion Template Ima ges Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 8          100% 

FI2  7       1  87.5% 

FI3   8        100% 

FI4    8       100% 

FI5     4  3   1 50% 

FI6      8     100% 

FI7       8    100% 

FI8  1    2  5   62.5% 

FI9     1    7  87.5% 

FI10         1 7 87.5% 
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Table 7.10 – Two Channels with Multiplication-Type Fusion Matching (Database #2) 

Input 
Images  

Two Channels with Multiplication Fusion Template Im ages Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 5 3         62.5% 

FI2  5    2   1  62.5% 

FI3  2 5   1     62.5% 

FI4  1  6     1  75% 

FI5    1 4    2 1 50% 

FI6  1    6  1   75% 

FI7       8    100% 

FI8    1  2  5   62.5% 

FI9    1 1    6  75% 

FI10          8 100% 

 

Table 7.11 – Pseudo Spectrum Fusion Matching (Database #2) 

Input 
Images  

Pseudo Spectrum Fusion Template Images Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 8          100% 

FI2  7     1    87.5% 

FI3   8        100% 

FI4    8       100% 

FI5 1    5  1  1  62.5% 

FI6      8     100% 

FI7       8    100% 

FI8   1   2  4  1 50% 

FI9         8  100% 

FI10          8 100% 
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Table 7.12 – Two Templates per Class Matching (Database #2) 

Input 
Images  

Two Templates per Class Template Images Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 8          100% 

FI2  8         100% 

FI3   8        100% 

FI4    8       100% 

FI5 1   1 6      75% 

FI6      8     100% 

FI7       8    100% 

FI8  1 2     5   62.5% 

FI9         8  100% 

FI10          8 100% 

 

Table 7.13 – Direction Feature Only Matching (Database #3) 

Input 
Images  

Direction Feature Only Template Images Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 8          100% 

FI2  8         100% 

FI3   8        100% 

FI4    8       100% 

FI5     7     1 87.5% 

FI6      8     100% 

FI7       8    100% 

FI8        8   100% 

FI9         8  100% 

FI10 1         7 87.5% 
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Table 7.14 – Density Feature Only Matching (Database #3) 

Input 
Images  

Density Feature Only Template Images Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 4     1    3 50% 

FI2 1 1  2  4     12.5% 

FI3 2  2   1  3   25% 

FI4 1   6  1     75% 

FI5 4    2 1 1    25% 

FI6 2     4    2 50% 

FI7 4      4    50% 

FI8      1 1 6   75% 

FI9         7 1 87.5% 

FI10          8 100% 

 

Table 7.15 – Two Channels with Addition-Type Fusion Matching (Database #3) 

Input 
Images  

Two Channels with Addition-Type Fusion Template Ima ges Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 8          100% 

FI2  8         100% 

FI3 1  7        87.5% 

FI4 1   7       87.5% 

FI5     7     1 87.5% 

FI6      8     100% 

FI7       8    100% 

FI8        8   100% 

FI9         8  100% 

FI10 2         6 75% 
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Table 7.16 – Two Channels with Multiplication-Type Fusion Matching (Database #3) 

Input 
Images  

Two Channels with Multiplication Fusion Template Im ages Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 8          100% 

FI2  4    4     50% 

FI3 3  3 1    1   37.5% 

FI4 1   7       87.5% 

FI5 2    6      75% 

FI6      8     100% 

FI7 1      7    87.5% 

FI8      1 1 6   75% 

FI9         8  100% 

FI10 2         6 75% 

 

Table 7.17 – Pseudo Spectrum Fusion Matching (Database #3) 

Input 
Images  

Pseudo Spectrum Fusion Template Images Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 8          100% 

FI2  8         100% 

FI3   8        100% 

FI4 1   7       87.5% 

FI5 1    5     2 62.5% 

FI6      8     100% 

FI7       8    100% 

FI8        8   100% 

FI9         8  100% 

FI10 1         7 87.5% 
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Table 7.18 – Two Templates per Class Matching (Database #3) 

Input 
Images  

Two Templates per Class Template Images Matching 
% FT1 FT2 FT3 FT4 FT5 FT6 FT7 FT8 FT9 FT10 

FI1 8          100% 

FI2  8         100% 

FI3   8        100% 

FI4    8       100% 

FI5 1    6     1 75% 

FI6      8     100% 

FI7       8    100% 

FI8        8   100% 

FI9         8  100% 

FI10          8 100% 

 

Table 7.19 – Overall Matching Performance Results (Improved) 

 
Fingerprint 

DB #1 
Fingerprint 

DB #2 
Fingerprint 

DB #3 

Direct Grayscale 
(Baseline) 68.75% 83.75% 71.25% 

Pseudo-Spectrum 
Fusion (Baseline) 70% 85% 82.5% 

Direction Feature Only 85% 86.25% 97.5% 

Density Feature Only 55% 50% 55% 

Two Channels with 
Addition-Type Fusion 85% 87.5% 93.75% 

Two Channels with 
Multiplication Fusion 70% 72.5% 78.75% 

Pseudo-Spectrum 
Fusion 86.25% 90% 93.75% 

Two Templates per 
Class 91.25% 93.75% 97.5% 
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CHAPTER 8 

CONCLUSIONS AND FUTURE RESEARCH 

 Conclusions realized from the research performed in this thesis with suggestions 

for future research ideas are discussed in this chapter. 

8.1 Conclusions of this Thesis 

 An entire automatic fingerprint identification system has been reviewed and 

certain components were modified, while others were newly implemented, with the goal 

of improving overall matching accuracy in this thesis.  In summary, the following has 

been accomplished: 

1. The image enhancement stage of the system had certain components modified while 

others were entirely replaced.  The simple transformation contrast stretching was 

replaced with the “contract and stretch” method for contrast stretching.  For image 

segmentation, the single point foreground/background threshold variance 

computation was upgraded to a variance to mean ratio.  All together, these image 

enhancement upgrades and replacements not only provide a greater reduction in 

various types of noise, but also further reduce overall processing time by removing 

more unnecessary background information. 

2. The direction image is upgraded by quantizing the ridge direction estimates into four 

discrete levels, which were previously un-quantized.  This new quantization method 

helps further reduce noise present in the direction estimates that originated in the 

fingerprint image. 
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3. A correlation-based matching scheme is utilized for identifying an input fingerprint 

image with one of the template images in a stored database using only the direction 

features.  The result is a template class number. 

4. A correlation-based matching scheme is utilized for identifying an input fingerprint 

image with one of the template images in a stored database using only the density 

features.  The result is a template class number. 

5. A correlation-based matching scheme is utilized for identifying an input fingerprint 

image with one of the template images in a stored database using direction and 

density features in two separate channels.  The separate channels are then 

combined using addition-type fusion.  The result is a template class number. 

6. A correlation-based matching scheme is utilized for identifying an input fingerprint 

image with one of the template images in a stored database using direction and 

density features in two separate channels.  The separate channels are then 

combined using multiplication-type fusion.  The result is a template class number. 

7. A correlation-based matching scheme is utilized for identifying an input fingerprint 

image with one of the template images in a stored database containing two templates 

per class using Pseudo Spectrum fused direction and density features.  The result is 

a template class number. 

8.2 Recommended Future Research 

 The automatic fingerprint identification system covered in this thesis has been 

improved via updates to existing algorithms and also implementation of new ones.  In 

hopes to improve the existing technology beyond the scope of this thesis, the following 

are future research ideas that could be explored: 
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1. Automated routines could be developed for computing the scaling factor, α, that is 

present in the threshold variance to mean ratio in image segmentation and Two 

Channels with Addition-Type Fusion matching scheme. 

2. The correlation-based matching scheme using two template images per class could 

be expanded to three or more template images per class.  When adding a new 

template image per class, the trade-off of improved matching accuracy versus 

increased processing time must be considered. 

3. The two-dimensional Discrete Fourier Transform can be applied to the Pseudo 

Spectrum fused feature, which would result in a new type of feature.  This new 

feature may provide useful information for the automatic fingerprint identification 

system. 
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