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M. Artin, W. Schelter, J. Tate, and M. Van den Bergh introduced the notion of non-commutative regular algebras, and classified regular algebras of global dimension 3 on degree-one generators by using geometry (i.e., point schemes) in the late 1980s. Recently, T. Cassidy and M. Vancliff generalized the notion of a graded Clifford algebra and called it a graded skew Clifford algebra.

In this thesis, we prove that all classes of quadratic regular algebras of global dimension 3 contain graded skew Clifford algebras or Ore extensions of graded skew Clifford algebras of global dimension 2. We also prove that some regular algebras of global dimension 4 can be obtained from Ore extensions of regular graded skew Clifford algebras of global dimension 3. We also show that a certain subalgebra R of a regular graded skew Clifford algebra A is a twist of the polynomial ring if A is a twist of a regular graded Clifford algebra B. We have an example that demonstrates that this can fail when $A$ is not a twist of $B$.
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## CHAPTER 1

## INTRODUCTION

M. Artin, W. Schelter, J. Tate, and M. Van den Bergh introduced the notion of non-commutative regular algebras and invented new methods in algebraic geometry in the late 1980s to study them ([2], [3], [4]). Such algebras are viewed as noncommutative analogues of polynomial rings; indeed, polynomial rings are examples of regular algebras.

By the 1980s, a lot of algebras had arisen in quantum physics, specifically quantum groups, and many traditional algebraic techniques failed on these new algebras. In physics, quantum groups are viewed as algebras of non-commuting functions acting on some "non-commutative space" ([6]). In the early 1980s, E. K. Sklyanin, a physicist, constructed a family of graded algebras on four generators ([16]). These algebras were later proved to depend on an elliptic curve and an automorphism ([8]). By the late 1980s, it was known that many of the algebras in quantum physics are regular algebras; in particular, the family of algebras constructed by Sklyanin consists of regular algebras.

The main results in [2], [3], and [4] concern the classification of regular algebras of global dimension 3 on degree-one generators. M. Artin, J. Tate, and M. Van den Bergh also defined the notion of twisting an algebra by an automorphism, and they proved that regularity and GK-dimension are preserved under such twisting ([4, §8]).

The quadratic regular algebras of global dimension 3 can be described using geometry, i.e. the point scheme $E \subseteq \mathbb{P}^{2}$. These algebras, where $E$ contains a line as well as those that are "generic", are given in [3], and [4], and entail: $\mathbb{P}^{2}$, elliptic curve, conic union a line, triangle, (triple) line, a union of $n$ lines where $n \in\{2,3\}$ with one intersection point. It should be noted that the cases where $E$ is a nodal cubic curve or a cuspidal cubic curve are not discussed in [3] or [4] as such algebras are not generic.

Classifying the regular algebras of global dimension 4 is still an open problem. In fact, even the quadratic regular algebras of global dimension 4 are still unclassified.
T. Cassidy and M. Vancliff introduced a class of algebras that provide an "easy" way to write down some quadratic regular algebras of global dimension $n$ where $n \in \mathbb{N}$ ([5]). In fact, they generalized the notion of a graded Clifford algebra and called it a graded skew Clifford algebra (see Definition 2.2.1). It is hoped that graded skew Clifford algebras might be useful in the attempted classification of the regular algebras of global dimension 4.

This thesis has three main objectives as follows: to see how many point schemes of regular graded algebras of global dimension 3 can be obtained from graded skew Clifford algebras; to see how many known examples of regular algebras of global dimension 4 can be obtained from graded skew Clifford algebras; and to determine if a certain subalgebra of a regular graded skew Clifford algebra $A$ is a twist of the polynomial ring whenever $A$ is a twist of a graded Clifford algebra. The thesis is outlined as follows.

In Chapter 2, we define regular algebras (see Definition 2.1.13), graded skew Clifford algebras (see Definition 2.2.1), and the quadric system associated to it (see Definition 2.2.3).

In Chapter 3, we show that the point schemes of some quadratic regular algebras of global dimension 3 can be obtained by using only regular graded skew Clifford algebras. For the remaining point schemes, we use Ore extensions of regular graded skew Clifford algebras of global dimension 2. Consequently, we show in Chapter 3 that all classes of quadratic regular algebras of global dimension 3 contain either a regular graded skew Clifford algebra or an Ore extension of a regular graded skew Clifford algebra of global dimension 2. The work in this chapter led to my paper [14] with M. Vancliff and Jun Zhang, in which we prove that all quadratic regular algebras of global dimension 3 are related in some way to a regular graded skew Clifford algebra.

In Chapter 4, we consider various known quadratic regular algebras of global dimension 4 and try to relate them to graded skew Clifford algebras. In particular, we prove that the regular algebras of global dimension 4 in the first half of [18] can be obtained from Ore extensions of regular graded skew Clifford algebras of global dimension 3. Some of these algebras arise in quantum physics such as the algebra in Proposition 4.2. However, the Sklyanin algebras on 4 generators, which are regular algebras of global dimension 4, appear not to be directly related, in the sense of Chapter 3, to any graded skew Clifford algebra, although they could perhaps be weakly related in some way (c.f., [14, Remark 4.4]).

In Chapter 5, we take $A$ to be a regular graded skew Clifford algebra of global dimension $n$ and study the subalgebra $R$ of $A$ generated by the $y_{i}$ (see Definition
2.2.1). In Theorem 5.7, we prove that if $A$ is a twist (in the sense of $[4, \S 8]$ ) of a regular graded Clifford algebra by an automorphism, then $R$ is a twist of a polynomial ring by an automorphism, and is a skew polynomial ring. We thank S. P. Smith (University of Washington) for the suggestion to study the algebra $R$. We give an example that demonstrates that Theorem 5.7 can fail when A is not a twist of a regular graded Clifford algebra.

## CHAPTER 2

## GRADED SKEW CLIFFORD ALGEBRAS OF GLOBAL DIMENSION $n$

Throughout the thesis, $\mathbb{K}$ denotes an algebraically closed field, char $(\mathbb{K}) \neq 2$, and $\mathbb{K}^{\times}$denotes $\mathbb{K} \backslash\{0\}$.

### 2.1 Definitions

### 2.1.1 Definition of Graded Algebras [3]

In this thesis, a $\mathbb{K}$-algebra $A$ is called a graded algebra if:
(1) $A=\bigoplus_{i \geq 0} A_{i}$ where the $A_{i}$ are vector spaces over $\mathbb{K}$,
(2) $\operatorname{dim} A_{1}<\infty$,
(3) $A_{i} A_{j} \subseteq A_{i+j}$ for all $i, j$,
(4) $A_{0}=\mathbb{K}$,
(5) $A$ generated by $A_{1}$ only.

For each $i, A_{i}$ is the span of the homogeneous elements of degree $i$.

### 2.1.2 Examples

(1) The polynomial ring $A=\mathbb{K}\left[x_{1}, \ldots, x_{d}\right]$ where $x_{1}, \ldots, x_{d}$ have degree 1 .

Here,

$$
A_{1}=\mathbb{K} x_{1} \oplus \mathbb{K} x_{2} \oplus \cdots \oplus \mathbb{K} x_{d}
$$

and

$$
\operatorname{dim}_{\mathbb{K}} A_{i}=\binom{i+d-1}{d-1} \quad \text { for all } \quad i \quad \text { (c.f., [13]). }
$$

(2) The free algebra $A=\mathbb{K}\left\langle x_{1}, \ldots, x_{d}\right\rangle$ where $x_{i}$, for all $i$, have degree $n_{i} \in \mathbb{Z}$.

Here, $A$ is a non-commutative analogue of the algebra $A$ in (1).

### 2.1.3 Nonexamples

(1) The algebra

$$
A=\frac{\mathbb{K}[x, y]}{\left\langle x^{2}-y\right\rangle},
$$

where $x$ and $y$ have degree 1 , is not graded. The relation $x^{2}=y$ in $A$ is not homogeneous and so $A_{1} \cap A_{2} \neq\{0\}$ which violates (1) in Definition 2.1.1.
(2) The algebra

$$
A=\frac{\mathbb{K}[x, y]}{\left\langle x^{2}-y\right\rangle},
$$

where $x$ has degree 1 and $y$ has degree 2 , is graded but not generated by $A_{1}$ since $y \in A_{2}$.

### 2.1.4 Definition of Quadratic $\mathbb{K}$-Algebra

A $\mathbb{K}$-algebra $A$ is called quadratic if:
(1) $A$ is graded (as defined above),
(2) $A$ is a quotient of the free algebra by homogeneous relations of degree 2 .

### 2.1.5 Example

The algebra

$$
\mathbb{K}\left[x_{1}, \ldots, x_{d}\right]=\frac{\mathbb{K}\left\langle x_{1}, \ldots, x_{d}\right\rangle}{\left\langle x_{i} x_{j}-x_{j} x_{i} ; 1 \leq i, j \leq d\right\rangle}, \quad \operatorname{deg}\left(x_{i}\right)=1 \quad \text { for all } \quad i
$$

is quadratic.

### 2.1.6 Nonexample

The algebra

$$
A=\frac{\mathbb{K}[x]}{\left\langle x^{3}\right\rangle}, \quad \text { where } \quad x \quad \text { has degree } 1
$$

is graded but is not quadratic. The relation $x^{3}=0$ has degree 3 .

In order to define a regular algebra, we first need the concepts of polynomial growth, global dimension, and Gorenstein, which we now define.

### 2.1.7 Global Dimension

The algebra $A$ has global dimension $d<\infty$ if every $A$-module $M$ has projective dimension $\leq d$ and there exists at least one module $M$ with projective dimension $d$.

### 2.1.8 Example

The polynomial ring, $\mathbb{K}\left[x_{1}, \ldots, x_{d}\right]$, has global dimension $d$ by Hilbert's syzygy theorem (c.f., [15]).

### 2.1.9 Definition of Polynomial Growth (c.f.,[13])

A graded algebra $A$, as above, is said to have polynomial growth if there exists positive real numbers $c, \delta$ such that

$$
\operatorname{dim}_{\mathbb{K}} A_{n} \leq c n^{\delta} \quad \text { for all } \quad n \gg 0
$$

For all known quadratic regular algebras of global dimension $d$, the minimal such $\delta$ is $d-1([3, \S 2])$.
2.1.10 Example

Let $A=\mathbb{K}\left[x_{1}, x_{2}\right]$, then

$$
\operatorname{dim}_{\mathbb{K}} A_{n}=\binom{n+1}{1}=n+1 \leq n^{1+\epsilon}
$$

for all $\epsilon>0$ where $n \gg 0$. Thus $A$ has polynomial growth.
2.1.11 Definition of Gorenstein [2]

By [3, §2], for a graded algebra $A$ as in Definition 2.1.1, the global dimension of $A$ equals the projective dimension of the graded left module ${ }_{A} \mathbb{K}$ (and projective dimension of the right module $\mathbb{K}_{A}$ ).

The algebra $A$ is Gorenstein if
(1) the projective modules $P^{i}$ appearing in a minimal resolution

$$
0 \rightarrow P^{d} \rightarrow \ldots \rightarrow P^{1} \rightarrow P^{0} \rightarrow_{A} \mathbb{K} \rightarrow 0
$$

of ${ }_{A} \mathbb{K}$ are finitely generated, and if
(2) applying the functor

$$
M \rightsquigarrow M^{*}:=\operatorname{Hom}_{A}(M, A)=\{\text { graded homomorphisms }: M \rightarrow A\}
$$

to the resolution in (1) yields a projective resolution

$$
0 \rightarrow P^{0 *} \rightarrow P^{1 *} \rightarrow \ldots \rightarrow P^{d *} \rightarrow \mathbb{K}_{A} \rightarrow 0
$$

of the graded right $A$-module $\mathbb{K}_{A}$.

### 2.1.12 Example

The algebra

$$
A=\frac{\mathbb{K}\langle x, y\rangle}{\langle x y-q y x\rangle}, \quad \text { where } \quad q \in \mathbb{K}^{\times}
$$

is Gorenstein $([2, \S 0])$.
2.1.13 Definition of Regular Algebras [3]

A graded $\mathbb{K}$-algebra $A$ is called a regular algebra if
(1) $A$ has polynomial growth,
(2) $A$ has finite global dimension,
(3) $A$ is Gorenstein.
2.1.14 Definition of Normalizing Sequence

A sequence $a_{1}, \ldots, a_{n}$ of elements of a ring $R$ with identity is called a normalizing sequence if $a_{1}$ is normal element in $R$ (i.e. $a_{1} R=R a_{1}$ ) and for each $j \in\{1, \ldots, n-1\}$, $a_{j+1}$ is a normal element in $R / \sum_{i=1}^{j} a_{i} R$ and also $\sum_{i=1}^{n} a_{i} R \neq R$.

### 2.2 Graded Skew Clifford Algebras

T. Cassidy and M. Vancliff defined a class of algebras in [5] that provide an "easy" way to write down some quadratic regular algebras of global dimension $d$ for all $d \in \mathbb{N}$.

### 2.2.1 Definition of Graded Skew Clifford Algebras [5]

For $\{i, j\} \subset\{1, \ldots, n\}$, let $\mu_{i j} \in \mathbb{K}^{\times}$satisfy $\mu_{i j} \mu_{j i}=1$ for all $i \neq j$, and write $\mu=\left(\mu_{i j}\right) \in M(n, \mathbb{K})$. A matrix $M \in M(n, \mathbb{K})$ is called $\mu$-symmetric if $M_{i j}=\mu_{i j} M_{j i}$ for all $i, j=1, \ldots, n$.

Henceforth, suppose $\mu_{i i}=1$ for all $i$, and fix $\mu$-symmetric matrices $M_{1}, \ldots, M_{n} \in$ $M(n, \mathbb{K})$. A graded skew Clifford algebra associated to $\mu$ and $M_{1}, \ldots, M_{n}$ is a graded $\mathbb{K}$-algebra on degree-one generators $x_{1}, \ldots, x_{n}$ and on degree-two generators $y_{1}, \ldots, y_{n}$ with defining relations given by:
(a) $x_{i} x_{j}+\mu_{i j} x_{j} x_{i}=\sum_{k=1}^{n}\left(M_{k}\right)_{i j} y_{k}$ for all $i, j=1, \ldots, n$, and
(b) the existence of a normalizing sequence $\left\{r_{1}, \ldots, r_{n}\right\}$ of homogeneous elements that span $\mathbb{K} y_{1}+\cdots+\mathbb{K} y_{n}$.

### 2.2.2 Example

Let $\mu_{21}, \lambda \in \mathbb{K}^{\times}$. If

$$
M_{1}=\left[\begin{array}{cc}
0 & 1 \\
\mu_{21} & 0
\end{array}\right], \quad M_{2}=\left[\begin{array}{cc}
2 & 0 \\
0 & 2 \lambda
\end{array}\right]
$$

then any graded skew Clifford algebra $A$ associated to $M_{1}, M_{2}$ satisfies

$$
\frac{\mathbb{K}\left\langle x_{1}, x_{2}\right\rangle}{\left\langle x_{2}^{2}-\lambda x_{1}^{2}\right\rangle} \rightarrow A
$$

since

$$
x_{1} x_{2}+\mu_{12} x_{2} x_{1}=y_{1}, \quad y_{2}=x_{1}^{2}, \quad \lambda y_{2}=x_{2}^{2}
$$

### 2.2.3 Definition of Quadric System [5]

Let $S$ be the $\mathbb{K}$-algebra on generators $z_{1}, \ldots, z_{n}$ with defining relations

$$
z_{j} z_{i}=\mu_{i j} z_{i} z_{j}, \quad \text { for all } \quad i, j
$$

and let

$$
q_{k}:=\left[\begin{array}{lll}
z_{1} & \ldots & z_{n}
\end{array}\right] \quad M_{k}\left[\begin{array}{c}
z_{1} \\
\vdots \\
z_{n}
\end{array}\right] \in S
$$

We say $\left\{q_{1}, \ldots, q_{n}\right\}$ is a quadric system.

### 2.2.4 Example

For the algebra $A$ in Example 2.2.2, we have

$$
S=\frac{\mathbb{K}\left\langle z_{1}, z_{2}\right\rangle}{\left\langle z_{2} z_{1}-\mu_{12} z_{1} z_{2}\right\rangle} .
$$

Moreover,

$$
q_{1}=2 z_{1} z_{2}, \quad q_{2}=2 z_{1}^{2}+2 \lambda z_{2}^{2} .
$$

However, since $\operatorname{char}(\mathbb{K}) \neq 2$, we consider:

$$
q_{1}=z_{1} z_{2}, \quad q_{2}=z_{1}^{2}+\lambda z_{2}^{2} .
$$

### 2.2.5 Definition of Normalizing Quadric System

A quadric system $\left\{q_{1}, \ldots, q_{n}\right\}$ is normalizing if $\sum_{k=1}^{n} \mathbb{K} q_{k} \subset S$ is spanned by a normalizing sequence of $S$.

### 2.2.6 Example

Referring to Example 2.2.4, in $S, z_{i}$ is normal for all $i$, and

$$
q_{1} z_{1}=\mu_{12} z_{1} q_{1}, \quad q_{1} z_{2}=\mu_{21} z_{2} q_{1} .
$$

Therefore $q_{1}$ is normal in $S$.
In $\frac{S}{\left\langle q_{1}\right\rangle}$, we have

$$
q_{2} z_{1}=z_{1}\left(z_{1}^{2}+\lambda \mu_{12}^{2} z_{2}^{2}\right), \quad q_{2} z_{2}=\mu_{21}^{2} z_{2}\left(z_{1}^{2}+\lambda \mu_{12}^{2} z_{2}^{2}\right) .
$$

So $q_{2}$ is normal in $\frac{S}{\left\langle q_{1}\right\rangle}$ if $\lambda=0$ or if $\lambda \neq 0$ and $\mu_{12}^{2}=1$.

### 2.2.7 Definition of Zero Locus [5]

Suppose $A=\mathbb{K}\left\langle x_{1}, \ldots, x_{n}\right\rangle$ and $f \in A_{2}$. We define the zero locus $\mathcal{V}(f)$ of $f$ to be

$$
\mathcal{V}(f)=\left\{p \in \mathbb{P}^{n-1} \times \mathbb{P}^{n-1}: f(p)=0\right\}
$$

where $\mathbb{P}^{n-1}$ is identified with $\mathbb{P}\left(A_{1}^{*}\right)$.

Similarly if $f_{1}, \ldots, f_{m} \in A_{2}$, then

$$
\mathcal{V}\left(f_{1}, \ldots, f_{m}\right)=\left\{p \in \mathbb{P}^{n-1} \times \mathbb{P}^{n-1}: f_{i}(p)=0 \quad \text { for all } \quad i\right\} .
$$

2.2.8 Definition of Base-Point Free [5]

Let $Z$ be the zero locus in $\mathbb{P}^{n-1} \times \mathbb{P}^{n-1}$ of the defining relations of $S$, i.e.

$$
Z=\bigcap_{i, j} \mathcal{V}\left(z_{j} z_{i}-\mu_{i j} z_{i} z_{j}\right) \subset \mathbb{P}^{n-1} \times \mathbb{P}^{n-1}
$$

The quadric system $\left\{q_{1}, \ldots, q_{n}\right\}$ is said to be base-point free (BPF) if $Z \cap \mathcal{V}\left(q_{1}, \ldots, q_{n}\right)$ is empty.

### 2.2.9 Example

Referring to Example 2.2.4, let

$$
p=\left(\left(\alpha_{1}, \alpha_{2}\right),\left(\beta_{1}, \beta_{2}\right)\right) \in \mathbb{P}^{1} \times \mathbb{P}^{1}
$$

and let

$$
\left(z_{2} z_{1}-\mu_{12} z_{1} z_{2}\right)(p)=0
$$

Therefore, we have

$$
\alpha_{2} \beta_{1}-\mu_{12} \alpha_{1} \beta_{2}=0
$$

If $\alpha_{2}=0$, then $\beta_{2}=0$. So $((1,0),(1,0)) \in \mathbb{P}^{1} \times \mathbb{P}^{1}$.
If $\alpha_{2} \neq 0$, i.e., $\alpha_{2}=1$, then $\beta_{1}=\mu_{12} \alpha_{1} \beta_{2}$. So, $\left(\left(\alpha_{1}, 1\right),\left(\mu_{12} \alpha_{1}, 1\right)\right) \in \mathbb{P}^{1} \times \mathbb{P}^{1}$.
Therefore,

$$
Z=\left\{\left(\left(\alpha_{1}, \alpha_{2}\right),\left(\mu_{12} \alpha_{1}, \alpha_{2}\right)\right):\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{P}^{1}\right\}
$$

Let $p \in Z$. We have

$$
0=q_{1}(p)=\alpha_{1} \alpha_{2}, \quad 0=q_{2}(p)=\mu_{12} \alpha_{1}^{2}+\lambda \alpha_{2}^{2} .
$$

Thus $\alpha_{1}=\alpha_{2}=0$ which is contradiction. Therefore $\left\{q_{1}, q_{2}\right\}$ is BPF.

## CHAPTER 3

## REGULAR GRADED SKEW CLIFFORD ALGEBRAS OF GLOBAL

 DIMENSION 3The quadratic regular algebras of global dimension 3 can be described using geometry, i.e., the point scheme $E \subseteq \mathbb{P}^{2}([3])$. These algebras, where $E$ contains a line as well as those that are "generic", are given in [3], and [4], and entail: $\mathbb{P}^{2}$, elliptic curve, conic union a line, triangle, (triple) line, a union of $n$ lines where $n \in\{2,3\}$ with one intersection point.

It should be noted that the cases where $E$ is a nodal cubic curve or a cuspidal cubic curve are not discussed in [3] or [4] as such algebras are not generic. In this chapter, we prove that all classes of quadratic regular algebras of global dimension 3 contain either a regular graded skew Clifford algebra or an Ore extension of a regular graded skew Clifford algebra of global dimension 2.

In order to compare quadratic regular algebras in [3] with regular graded skew Clifford algebras, we first recall a result from [5] that identifies when a graded skew Clifford algebra is a quadratic and regular.

### 3.1 Theorem [5]

Let $\mu$ be as in Definition 2.2.1, and let $M_{1}, \ldots, M_{n}$ be $\mu$-symmetric $n \times n$ matrices. A graded skew Clifford algebra $A$ associated to $\mu$ and $M_{1}, \ldots, M_{n}$ is quadratic, regular of global dimension $n$ and satisfies the Cohen-Macaulay property with Hilbert series $\frac{1}{(1-t)^{n}}$ if and only if the quadrics in $\mathbb{P}^{n-1} \times \mathbb{P}^{n-1}$ determined by the $M_{k}$ are BPF and
form a normalizing quadric system. In this case, $A$ is unique up to isomorphism, noetherian and has no zero divisors.

### 3.2 First Family of Examples

This subsection is devoted to one particular family of algebras that are defined as follows.

Let $\mu_{i j} \in \mathbb{K}^{\times}$satisfy $\mu_{i j} \mu_{j i}=1$ for all $i \neq j, \mu_{i i}=1$ for all $i$, and $\lambda_{i} \in \mathbb{K}$ for all $i$. The matrices

$$
M_{1}=\left[\begin{array}{ccc}
2 & 0 & 0 \\
0 & 0 & \lambda_{3} \\
0 & \mu_{32} \lambda_{3} & 0
\end{array}\right], \quad M_{2}=\left[\begin{array}{ccc}
0 & 0 & \lambda_{2} \\
0 & 2 & 0 \\
\mu_{31} \lambda_{2} & 0 & 0
\end{array}\right], \quad M_{3}=\left[\begin{array}{ccc}
0 & \lambda_{1} & 0 \\
\mu_{21} \lambda_{1} & 0 & 0 \\
0 & 0 & 2
\end{array}\right]
$$

are $\mu$-symmetric.
The graded skew Clifford algebra $A$ defined by these three matrices will have three degree- 2 relations and possibly more relations, e.g.,

$$
x_{1} x_{2}+\mu_{12} x_{2} x_{1}=\lambda_{1} y_{1}, \quad x_{1}^{2}=y_{1}, \quad \text { etc. }
$$

So we have

$$
\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle g_{1}, g_{2}, g_{3}\right\rangle} \rightarrow A
$$

where

$$
\begin{aligned}
& g_{1}=x_{1} x_{2}+\mu_{12} x_{2} x_{1}-\lambda_{1} x_{3}^{2}, \\
& g_{2}=x_{1} x_{3}+\mu_{13} x_{3} x_{1}-\lambda_{2} x_{2}^{2}, \\
& g_{3}=x_{2} x_{3}+\mu_{23} x_{3} x_{2}-\lambda_{3} x_{1}^{2} .
\end{aligned}
$$

From Definition 2.2.3, we have

$$
q_{1}=2 z_{1}^{2}+\mu_{32} \lambda_{3} z_{3} z_{2}+\lambda_{3} z_{2} z_{3}=2\left(\lambda_{3} z_{2} z_{3}+z_{1}^{2}\right)
$$

$$
\begin{aligned}
& q_{2}=2 z_{2}^{2}+\mu_{31} \lambda_{2} z_{3} z_{1}+\lambda_{2} z_{1} z_{3}=2\left(\lambda_{2} z_{1} z_{3}+z_{2}^{2}\right) \\
& q_{3}=2 z_{3}^{2}+\mu_{21} \lambda_{1} z_{2} z_{1}+\lambda_{1} z_{1} z_{2}=2\left(\lambda_{1} z_{1} z_{2}+z_{3}^{2}\right)
\end{aligned}
$$

However, since $\operatorname{char}(\mathbb{K}) \neq 2$, we consider:

$$
q_{1}=\lambda_{3} z_{2} z_{3}+z_{1}^{2}, \quad q_{2}=\lambda_{2} z_{1} z_{3}+z_{2}^{2}, \quad q_{3}=\lambda_{1} z_{1} z_{2}+z_{3}^{2}
$$

and

$$
S=\frac{\mathbb{K}\left\langle z_{1}, z_{2}, z_{3}\right\rangle}{\left\langle s_{1}, s_{2}, s_{3}\right\rangle}
$$

where

$$
s_{1}=z_{2} z_{1}-\mu_{12} z_{1} z_{2}, \quad s_{2}=z_{3} z_{1}-\mu_{13} z_{1} z_{3}, \quad s_{3}=z_{3} z_{2}-\mu_{23} z_{2} z_{3}
$$

### 3.2.1 Lemma

If $Z=$ zero locus in $\mathbb{P}^{2} \times \mathbb{P}^{2}$ of the defining relations of $S$, i.e., $Z=\cap_{i, j} \mathcal{V}\left(z_{j} z_{i}-\mu_{i j} z_{i} z_{j}\right)$, then
(1) $Z=\left\{\left(\left(a_{1}, a_{2}, a_{3}\right),\left(a_{1}, \mu_{21} a_{2}, \mu_{31} a_{3}\right)\right):\left(a_{1}, a_{2}, a_{3}\right) \in \mathbb{P}^{2}\right\}$ if and only if $\mu_{13}=$ $\mu_{12} \mu_{23}$, or
(2) $Z=P_{1} \cup P_{2} \cup P_{3}$ if and only if $\mu_{13} \neq \mu_{12} \mu_{23}$, where

$$
\begin{aligned}
& P_{1}=\left\{\left(\left(0, a_{2}, a_{3}\right),\left(0, a_{2}, \mu_{32} a_{3}\right)\right):\left(a_{2}, a_{3}\right) \in \mathbb{P}^{1}\right\}, \\
& P_{2}=\left\{\left(\left(a_{1}, 0, a_{3}\right),\left(a_{1}, 0, \mu_{31} a_{3}\right)\right):\left(a_{1}, a_{3}\right) \in \mathbb{P}^{1}\right\}, \\
& P_{3}=\left\{\left(\left(a_{1}, a_{2}, 0\right),\left(a_{1}, \mu_{21} a_{2}, 0\right)\right):\left(a_{1}, a_{2}\right) \in \mathbb{P}^{1}\right\} .
\end{aligned}
$$

Proof:
We have

$$
z_{2} z_{1}=\mu_{12} z_{1} z_{2}, \quad z_{3} z_{1}=\mu_{13} z_{1} z_{3}, \quad z_{3} z_{2}=\mu_{23} z_{2} z_{3} .
$$

Therefore, to find $Z$, we must solve the system of equations:

$$
0=\left(z_{2} z_{1}-\mu_{12} z_{1} z_{2}\right)\left(\left(a_{1}, a_{2}, a_{3}\right),\left(b_{1}, b_{2}, b_{3}\right)\right)=a_{2} b_{1}-\mu_{12} a_{1} b_{2},
$$

$$
\begin{aligned}
& 0=\left(z_{3} z_{1}-\mu_{13} z_{1} z_{3}\right)\left(\left(a_{1}, a_{2}, a_{3}\right),\left(b_{1}, b_{2}, b_{3}\right)\right)=a_{3} b_{1}-\mu_{13} a_{1} b_{3}, \\
& 0=\left(z_{3} z_{2}-\mu_{23} z_{2} z_{3}\right)\left(\left(a_{1}, a_{2}, a_{3}\right),\left(b_{1}, b_{2}, b_{3}\right)\right)=a_{3} b_{2}-\mu_{23} a_{2} b_{3}
\end{aligned}
$$

which yields

$$
\left[\begin{array}{ccc}
a_{2} & -\mu_{12} a_{1} & 0 \\
a_{3} & 0 & -\mu_{13} a_{1} \\
0 & a_{3} & -\mu_{23} a_{2}
\end{array}\right]\left[\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right]
$$

In order to have a solution $\left(b_{1}, b_{2}, b_{3}\right) \in \mathbb{P}^{2}$, the determinant of the first matrix must be zero. So,

$$
a_{1} a_{2} a_{3}\left(\mu_{13}-\mu_{12} \mu_{23}\right)=0
$$

which implies two cases:
(1) $\mu_{13}=\mu_{12} \mu_{23}$, or
(2) $\mu_{13} \neq \mu_{12} \mu_{23}$ and $a_{1} a_{2} a_{3}=0$.

Addressing (1) we find the solutions are all points in $\mathbb{P}^{2}$ as stated in part (1) of the result. Addressing (2), if $a_{3}=0$, then the zero locus is given by Example 2.2.9. Similarly, if $a_{1}=0$ or if $a_{2}=0$.

Associated to $M_{1}, M_{2}, M_{3}$, we have the quadric system

$$
\left\{q_{1}=z_{1}^{2}+\lambda_{3} z_{2} z_{3}, \quad q_{2}=z_{2}^{2}+\lambda_{2} z_{1} z_{3}, \quad q_{3}=z_{3}^{2}+\lambda_{1} z_{1} z_{2}\right\}
$$

which is a normalizing sequence in $S$ if and only if $q_{1}$ is normal in $S, q_{2}$ is normal in $\frac{S}{\left\langle q_{1}\right\rangle}$, and $q_{3}$ is normal in $\frac{S}{\left\langle q_{1}, q_{2}\right\rangle}$ (c.f., Definition 2.1.14).

### 3.2.2 Proposition

The quadric system $\left\{q_{1}, q_{2}, q_{3}\right\}$ is BPF if and only if either
(1) $\mu_{13}=\mu_{12} \mu_{23}$ and $\lambda_{1} \lambda_{2} \lambda_{3}+\mu_{13} \neq 0$, or
(2) $\mu_{13} \neq \mu_{12} \mu_{23}$.

Proof:
We want to find $\mathcal{V}\left(q_{1}, q_{2}, q_{3}\right) \cap Z$.
If $\mu_{13}=\mu_{12} \mu_{23}$, then, by Lemma 3.2.1(1),

$$
Z=\left\{\left(\left(a_{1}, a_{2}, a_{3}\right),\left(a_{1}, \mu_{21} a_{2}, \mu_{31} a_{3}\right)\right):\left(a_{1}, a_{2}, a_{3}\right) \in \mathbb{P}^{2}\right\} \subseteq \mathbb{P}^{2} \times \mathbb{P}^{2}
$$

Let

$$
p=\left(\left(a_{1}, a_{2}, a_{3}\right),\left(a_{1}, \mu_{21} a_{2}, \mu_{31} a_{3}\right)\right) \in Z .
$$

We must solve the system of equations

$$
\begin{aligned}
& 0=q_{1}(p)=a_{1}^{2}+\lambda_{3} a_{2} \mu_{31} a_{3}, \\
& 0=q_{2}(p)=\mu_{21} a_{2}^{2}+\lambda_{2} \mu_{31} a_{1} a_{3}, \\
& 0=q_{3}(p)=\mu_{31} a_{3}^{2}+\lambda_{1} \mu_{21} a_{1} a_{2} .
\end{aligned}
$$

Thus, if $a_{1}=0$, then $a_{2}=a_{3}=0$, which is contradiction. Similarly, if $a_{2}=0$ or if $a_{3}=0$. Hence, we may assume $a_{1} a_{2} a_{3} \neq 0, \lambda_{1} \lambda_{2} \lambda_{3} \neq 0$, and $a_{1}=1$. So

$$
\begin{gather*}
1+\lambda_{3} \mu_{31} a_{2} a_{3}=0  \tag{1}\\
\mu_{21} a_{2}^{2}+\lambda_{2} \mu_{31} a_{3}=0  \tag{2}\\
\mu_{31} a_{3}^{2}+\lambda_{1} \mu_{21} a_{2}=0 \tag{3}
\end{gather*}
$$

Therefore, by (3), $a_{2}=\frac{-\mu_{32} a_{3}{ }^{2}}{\lambda_{1}}$, and by substituting $a_{2}$ in (1), we have

$$
1+\lambda_{3} \mu_{31}\left(\frac{-\mu_{32} a_{3}{ }^{3}}{\lambda_{1}}\right)=0
$$

Consequently, $a_{3}{ }^{3}=\frac{\lambda_{1}}{\lambda_{3} \mu_{31} \mu_{32}}$. By substituting for $a_{2}$ and $a_{3}$ in (2), we have

$$
\lambda_{1} \lambda_{2} \lambda_{3}+\mu_{13}=0
$$

Thus $\left\{q_{1}, q_{2}, q_{3}\right\}$ is BPF if $\mu_{13}=\mu_{12} \mu_{23}$ and $\lambda_{1} \lambda_{2} \lambda_{3}+\mu_{13} \neq 0$.

If $\mu_{13} \neq \mu_{12} \mu_{23}$, then $Z$ is given by Lemma 3.2.1(2). Let

$$
p=\left(\left(0, a_{2}, a_{3}\right),\left(0, a_{2}, \mu_{32} a_{3}\right)\right) \in Z
$$

As before, we solve

$$
\begin{aligned}
& 0=q_{1}(p)=\lambda_{3} a_{2} \mu_{32} a_{3}, \\
& 0=q_{2}(p)=a_{2}^{2} \\
& 0=q_{3}(p)=\mu_{32} a_{3}^{2} .
\end{aligned}
$$

Thus $a_{2}=0=a_{3}$ which is contradiction. Similarly if

$$
p=\left(\left(a_{1}, 0, a_{3}\right),\left(a_{1}, 0, \mu_{31} a_{3}\right)\right) \in Z \quad \text { or } \quad p=\left(\left(a_{1}, a_{2}, 0\right),\left(a_{1}, \mu_{21} a_{2}, 0\right)\right) \in Z
$$

Hence $\left\{q_{1}, q_{2}, q_{3}\right\}$ is BPF if $\mu_{13} \neq \mu_{12} \mu_{23}$.

To find out if the algebra $A$ in $\S 3.2$ is regular, we need to prove that the quadric system associated to $A$ is normalizing.

Henceforth, condition ( $*$ ) will denote the case $\mu_{13}=\mu_{12} \mu_{23}$.

### 3.2.3 Proposition

The sequence $\left\{q_{1}, q_{2}, q_{3}\right\}$ is a normalizing sequence in $S$ if and only if either
(1) $\lambda_{1}=\lambda_{2}=\lambda_{3}=0$, or
(2) $\lambda_{2}=\lambda_{3}=0 \neq \lambda_{1}, \mu_{32}=\mu_{13}$, or
(3) $\lambda_{1}=\lambda_{2}=0 \neq \lambda_{3}, \mu_{13}=\mu_{21}, \mu_{12}^{2}=\mu_{32}$ (which implies $\left.(*)\right)$, or
(3') $\lambda_{1}=\lambda_{3}=0 \neq \lambda_{2}, \mu_{23}=\mu_{12}, \mu_{13}=\mu_{12}^{2}($ which implies $(*))$, or
(4) $\lambda_{1}=0, \lambda_{2} \neq 0 \neq \lambda_{3}$, and $\mu_{13}=\mu_{21}=\mu_{32}=\mu_{12}{ }^{2}$ (which implies $\left.(*)\right)$, or
(4') $\lambda_{2}=0, \lambda_{3} \neq 0 \neq \lambda_{1}$, and $\mu_{13}=\mu_{21}=\mu_{32}=\mu_{12}^{2}($ which implies $(*))$, or
(5) $\lambda_{3}=0, \lambda_{1} \neq 0 \neq \lambda_{2}$, and $\mu_{13}=\mu_{32}=\mu_{21}=\mu_{12}^{2}$ (which implies $\left.(*)\right)$, or
(6) $\lambda_{i} \neq 0$ for all $i$ and $\mu_{13}=\mu_{21}=\mu_{32}, \mu_{12}{ }^{3}=1($ which implies $(*))$.

Proof:
We have

$$
S=\frac{\mathbb{K}\left\langle z_{1}, z_{2}, z_{3}\right\rangle}{\left\langle s_{1}, s_{2}, s_{3}\right\rangle}
$$

where

$$
s_{1}=z_{2} z_{1}-\mu_{12} z_{1} z_{2}, \quad s_{2}=z_{3} z_{1}-\mu_{13} z_{1} z_{3}, \quad s_{3}=z_{3} z_{2}-\mu_{23} z_{2} z_{3}
$$

therefore $z_{i}$ is normal in $S$ for all $i$. Moreover,

$$
\begin{align*}
& q_{1} z_{1}=z_{1}\left(z_{1}^{2}+\lambda_{3} \mu_{13} \mu_{12} z_{2} z_{3}\right)  \tag{i}\\
& q_{1} z_{2}=\mu_{21}^{2} z_{2}\left(z_{1}^{2}+\lambda_{3} \mu_{12}^{2} \mu_{23} z_{2} z_{3}\right)  \tag{ii}\\
& q_{3} z_{3}=\mu_{31}^{2} z_{3}\left(z_{1}^{2}+\lambda_{3} \mu_{13}^{2} \mu_{32} z_{2} z_{3}\right) \tag{iii}
\end{align*}
$$

If $\lambda_{3}=0$, then $q_{1}=z_{1}{ }^{2}$ is normal in $S$. If $\lambda_{3} \neq 0$, then, by (i), (ii), (iii), $q_{1}$ is normal in $S$ if

$$
\mu_{13}=\mu_{21}, \quad \mu_{12}{ }^{2} \mu_{23}=1, \quad \mu_{13}{ }^{2} \mu_{32}=1 .
$$

Similarly, $q_{2}$ is normal in $\frac{S}{\left\langle q_{1}\right\rangle}$ if $\lambda_{2}=0$ or if

$$
\lambda_{2} \neq 0 \quad \text { and } \quad \mu_{23} \mu_{21}=1=\mu_{21}^{2} \mu_{13}=\mu_{23}^{2} \mu_{31}=1
$$

and $q_{3}$ is normal in $\frac{S}{\left\langle q_{1}, q_{2}\right\rangle}$ if $\lambda_{1}=0$ or if

$$
\lambda_{1} \neq 0 \quad \text { and } \quad \mu_{32}=\mu_{13}
$$

Analysis of the possibilities yields the result.

By Theorem 3.1, when the $\lambda_{k}$ and the $\mu_{i j}$ satisfy Propositions 3.2.2 and 3.2.3, the graded skew Clifford algebra $A$ associated to $\mu$ and $M_{1}, M_{2}, M_{3}$ (defined at the start of $\S 3.2$ ) is unique up to isomorphism and quadratic and regular.

Our next result yields the point scheme of $A$ in these cases.

### 3.2.4 Proposition

If

$$
A=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle g_{1}, g_{2}, g_{3}\right\rangle}
$$

where

$$
\begin{aligned}
& g_{1}=x_{1} x_{2}+\mu_{12} x_{2} x_{1}-\lambda_{1} x_{3}^{2}, \\
& g_{2}=x_{1} x_{3}+\mu_{13} x_{3} x_{1}-\lambda_{2} x_{2}^{2}, \\
& g_{3}=x_{2} x_{3}+\mu_{23} x_{3} x_{2}-\lambda_{3} x_{1}^{2},
\end{aligned}
$$

then the point scheme $\mathcal{P}$ of $A$ is given by one of the following:
(1a) $\mathcal{P}=\mathbb{P}^{2}$ if and only if $\lambda_{1}=\lambda_{2}=\lambda_{3}=0$ and $\mu_{13}+\mu_{12} \mu_{23}=0$, or
(1b) $\mathcal{P}=\mathcal{V}\left(x_{1}\right) \cup \mathcal{V}\left(x_{2}\right) \cup \mathcal{V}\left(x_{3}\right)$ (i.e., triangle, see Figure 3.1) if and only if $\lambda_{1}=$ $\lambda_{2}=\lambda_{3}=0$, and $\mu_{13}+\mu_{12} \mu_{23} \neq 0$, or
(2a) $\mathcal{P}=\mathcal{V}\left(x_{3}\right) \cup \mathcal{V}\left(\left(\mu_{13}+\mu_{12} \mu_{23}\right) x_{1} x_{2}+\lambda_{1} x_{3}^{2}\right)$ (i.e., conic union line, two intersection points, see Figure 3.2) if and only if $\lambda_{2}=\lambda_{3}=0 \neq \lambda_{1}$ and $\mu_{32}=\mu_{13}$, and $\mu_{13}+\mu_{12} \mu_{23} \neq 0$, or
(2b) $\mathcal{P}=\mathcal{V}\left(x_{3}{ }^{3}\right)$ (i.e., triple line, see Figure 3.3) if and only if $\lambda_{2}=\lambda_{3}=0 \neq \lambda_{1}$, $\mu_{32}=\mu_{13}$, and $\mu_{13}+\mu_{12} \mu_{23}=0$, or
(3) $\mathcal{P}=\mathcal{V}\left(x_{1}\right) \cup \mathcal{V}\left(2 \mu_{13} x_{2} x_{3}+\lambda_{3} x_{1}^{2}\right)$ (i.e., conic union line, two intersection points, see Figure 3.2) if and only if $\lambda_{1}=\lambda_{2}=0 \neq \lambda_{3}$ and $\mu_{21}=\mu_{13}, \mu_{12}^{2}=\mu_{32}$, or
(4) $\mathcal{P}=\mathcal{V}\left(\mu_{12} \lambda_{2} x_{2}{ }^{3}+2 \mu_{13} x_{1} x_{2} x_{3}+\lambda_{3} x_{1}{ }^{2}\right)$ (i.e., nodal cubic curve in $\mathbb{P}^{2}$ with one singular point (node) at $(0,0,1)$, see Figure 3.4) if and only if $\lambda_{1}=0, \lambda_{2} \neq$ $0 \neq \lambda_{3}$, and $\mu_{13}=\mu_{21}=\mu_{32}=\mu_{12}{ }^{2}$, or
(5) $\mathcal{P}=\mathcal{V}\left(\mu_{12} \lambda_{2} x_{2}{ }^{3}+2 \mu_{13} x_{1} x_{2} x_{3}+\lambda_{1} x_{3}{ }^{3}\right)$ (i.e., nodal cubic curve in $\mathbb{P}^{2}$ with one singular point (node) at $(1,0,0)$, see Figure 3.4) if and only if $\lambda_{3}=0, \lambda_{2} \neq 0 \neq$ $\lambda_{1}$ and $\mu_{13}=\mu_{32}=\mu_{21}=\mu_{12}{ }^{2}$, or
(6) $\mathcal{P}=\mathcal{V}\left(\mu_{12} \lambda_{2} x_{2}{ }^{3}+\left(2 \mu_{13}-\lambda_{1} \lambda_{2} \lambda_{3}\right) x_{1} x_{2} x_{3}+\lambda_{3} x_{1}{ }^{3}+\lambda_{1} x_{3}{ }^{3}\right)$ if and only if $\lambda_{i} \neq 0$ for all $i$ and $\mu_{13}=\mu_{21}=\mu_{32}$, and $\mu_{12}{ }^{3}=1$ (i.e., an elliptic curve in $\mathbb{P}^{2}$ if and only if $\lambda_{1} \lambda_{2} \lambda_{3} \neq 8 \mu_{13}$, see Figure 3.5).


Figure 3.1. Depiction of the Point Scheme in Proposition 3.2.4(1b).


Figure 3.2. Depiction of the Point Scheme in Proposition 3.2.4(2a) \&(3).


Figure 3.3. Depiction of the Point Scheme in Proposition 3.2.4(2b).


Figure 3.4. Depiction of the Point Scheme in Proposition 3.2.4(4)\&(5).


Figure 3.5. Depiction of the Point Scheme in Proposition 3.2.4(6).

Proof:
Suppose

$$
p=\left(\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right),\left(\beta_{1}, \beta_{2}, \beta_{3}\right)\right) \in \mathbb{P}^{2} \times \mathbb{P}^{2}
$$

To find the point scheme $\mathcal{P}$ of $A$, we solve

$$
\begin{aligned}
& 0=g_{1}(p)=\alpha_{1} \beta_{2}+\mu_{12} \alpha_{2} \beta_{1}-\lambda_{1} \alpha_{3} \beta_{3} \\
& 0=g_{2}(p)=\alpha_{1} \beta_{3}+\mu_{13} \alpha_{3} \beta_{1}-\lambda_{2} \alpha_{2} \beta_{2} \\
& 0=g_{3}(p)=\alpha_{2} \beta_{3}+\mu_{23} \alpha_{3} \beta_{2}-\lambda_{3} \alpha_{1} \beta_{1}
\end{aligned}
$$

which yields

$$
\left[\begin{array}{ccc}
\mu_{12} \alpha_{2} & \alpha_{1} & -\lambda_{1} \alpha_{3} \\
\mu_{13} \alpha_{3} & -\lambda_{2} \alpha_{2} & \alpha_{1} \\
-\lambda_{3} \alpha_{1} & \mu_{23} \alpha_{3} & \alpha_{2}
\end{array}\right]\left[\begin{array}{c}
\beta_{1} \\
\beta_{2} \\
\beta_{3}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right] .
$$

In particular, as in the proof of Lemma 3.2.1, we require the determinant of the first matrix to equal zero.
(1a) and (1b): We have $\lambda_{1}=\lambda_{2}=\lambda_{3}=0$, so

$$
\left(\mu_{12} \mu_{23}+\mu_{13}\right) \alpha_{1} \alpha_{2} \alpha_{3}=0 .
$$

If $\mu_{12} \mu_{23}+\mu_{13}=0$, then $\mathcal{P}=\mathbb{P}^{2}$.
If $\mu_{12} \mu_{23}+\mu_{13} \neq 0$, then $\alpha_{1} \alpha_{2} \alpha_{3}=0$, so $\mathcal{P}$ is a triangle.
(2a): Since $\lambda_{2}=\lambda_{3}=0 \neq \lambda_{1}$ and $\mu_{32}=\mu_{13}$, we have

$$
\alpha_{3}\left(\left(\mu_{13}+\mu_{12} \mu_{23}\right) \alpha_{1} \alpha_{2}+\lambda_{1} \alpha_{3}^{2}\right)=0 .
$$

So

$$
\mathcal{P}=\mathcal{V}\left(x_{3}\left(\left(\mu_{13}+\mu_{12} \mu_{23}\right) x_{1} x_{2}+\lambda_{1} x_{3}^{2}\right)\right)
$$

In fact,

$$
\begin{aligned}
\mathcal{V}\left(g_{1}, g_{2}, g_{3}\right)= & \left\{\left((\alpha, \beta, 0),\left(\alpha,-\mu_{12} \beta, 0\right)\right):(\alpha, \beta) \in \mathbb{P}^{1}\right\} \cup \\
& \left\{\left(\left(\left(\mu_{13}+\mu_{12} \mu_{23}\right) \alpha^{2},-\lambda_{1} \beta^{2},\left(\mu_{13}+\mu_{12} \mu_{23}\right) \alpha \beta\right),\right.\right. \\
& \left.\left.\left(-\left(1+\mu_{12} \mu_{23}^{2}\right) \alpha^{2}, \mu_{13} \lambda_{1} \beta^{2},\left(\mu_{13}+\mu_{12} \mu_{23}\right) \alpha \beta\right)\right):(\alpha, \beta) \in \mathbb{P}^{1}\right\} .
\end{aligned}
$$

Similarly for (2b), (3), and (4).
(5): Since $\lambda_{1} \neq \lambda_{3}=0 \neq \lambda_{2}$ and

$$
\mu_{12}=\mu_{23}=\mu_{31}=\mu_{32} \mu_{21} \quad \text { and } \quad \mu_{12}^{3}=1
$$

we have $\mu_{i j}{ }^{3}=1$, for all $i, j$, so

$$
\mu_{12} \lambda_{2} \alpha_{2}^{3}+2 \mu_{13} \alpha_{1} \alpha_{2} \alpha_{3}+\lambda_{1} \alpha_{3}{ }^{3}=0 .
$$

In fact,

$$
\begin{aligned}
\mathcal{V}\left(g_{1}, g_{2}, g_{3}\right)= & \left\{\left(\left(-\lambda_{1} \beta^{3}-\lambda_{2} \mu_{12} \alpha^{3}, 2 \mu_{13} \beta \alpha^{2}, 2 \mu_{13} \beta^{2} \alpha\right),\right.\right. \\
& \left.\left.\left(-\mu_{13} \lambda_{1} \beta^{3}+\lambda_{2} \alpha^{3}, 2 \mu_{13} \beta \alpha^{2},-2 \beta^{2} \alpha\right)\right):(\alpha, \beta) \in \mathbb{P}^{1}\right\} .
\end{aligned}
$$

(6): Since for all $i, \lambda_{i} \neq 0$, and

$$
\mu_{13}=\mu_{21}=\mu_{32}=\mu_{12} \mu_{23}, \quad \mu_{12}^{3}=1
$$

which implies $\mu_{i j}{ }^{3}=1$, for all $i, j$, so

$$
\mu_{12} \lambda_{2} \alpha_{2}^{3}+\left(2 \mu_{13}-\lambda_{1} \lambda_{2} \lambda_{3}\right) \alpha_{1} \alpha_{2} \alpha_{3}+\lambda_{3} \alpha_{1}^{3}+\lambda_{1} \alpha_{3}^{3}=0
$$

If $\lambda_{1} \lambda_{2} \lambda_{3}=8 \mu_{13}$, then ( $\dagger$ ) can be written as a product of two factors. In this case, the zero locus is not an elliptic curve.

### 3.3 Ore Extension of Graded Skew Clifford Algebras of Global Dimension 2

It remains to figure out which of the other types of quadratic regular algebras of global dimension 3 (i.e., those with point schemes not occurring in Proposition 3.2.4) are related to graded skew Clifford algebras. Such algebras have point schemes: a union of $n$ lines where $n \in\{2,3\}$; conic union line with one intersection point; and cuspidal cubic curve. To find such a relationship, we use the notion of Ore extension which uses certain types of derivations.
3.3.1 Definition of a $\sigma$-Derivation [9]

Let $R$ be any ring with $1 \neq 0$ (possibly non-commutative), and let $\sigma \in \operatorname{End}(R)$. A left (respectively, right) $\sigma$-derivation of $R$ is an additive map $\delta: R \rightarrow R$ such that

$$
\delta(r s)=\sigma(r) \delta(s)+\delta(r) s
$$

(respectively, right $\sigma$-derivation

$$
\delta(r s)=\delta(r) \sigma(s)+r \delta(s))
$$

for all $r, s \in R$.
The definition of Ore extension is due to the following result.

### 3.3.2 Theorem (c.f., [9])

Let $R$ be any ring with $1 \neq 0$ (possibly noncommutative). If $\sigma \in \operatorname{End}(R)$ and if $\delta$ is a left $\sigma$-derivation, then there exists a ring $A$ such that $R \subset A$ and there exists $y \in A \backslash R$ such that the elements of $A$ can be expressed uniquely in the form

$$
\sum_{i=0}^{n} r_{i} y^{i} \quad \text { where } \quad r_{i} \in R \quad \text { for all } \quad i
$$

and

$$
y r=\sigma(r) y+\delta(r) \quad \text { for all } \quad r \in R
$$

### 3.3.3 Definition of Ore Extension [9]

Let $R$ be a ring with $1 \neq 0$ (possibly noncommutative). Let $\sigma \in \operatorname{End}(R)$. By Theorem 3.3.2, the Ore extension $R[y ; \sigma, \delta]$ is the ring obtained by giving the ring of polynomials

$$
R[y]=\left\{\sum_{i=1}^{n} y^{i} r_{i}: r_{i} \in R\right\}
$$

a new multiplication, subject to the identity

$$
y r=\sigma(r) y+\delta(r)
$$

(respectively, $r y=y \sigma(r)+\delta(r))$ for all $r \in R$.

### 3.3.4 Theorem [5, Corollary 4.3]

If $B$ is a quadratic regular algebra and if $\operatorname{gldim}(B) \leq 2$, then $B$ is a graded skew Clifford algebra.

We will look at Ore extensions of quadratic regular algebras of global dimension $\leq 3$. Such algebras are Auslander-regular ([7], [11], [12]). Auslander-regular algebras that have polynomial growth are regular ([11]). Hence, the next result implies that Ore extensions of quadratic regular algebras of global dimension $\leq 3$ are regular algebras.

### 3.3.5 Examples [5]

(i) Quadratic regular algebras of global dimension 1 are isomorphic to $B=\mathbb{K}[x]$. We take $\mu=1$ and $M_{1}=1$, then $B$ is a regular graded skew Clifford algebra.
(ii) Up to isomorphism, there are exactly two types of quadratic regular algebras of global dimension 2 :
(1) Let $\lambda \in \mathbb{K}^{\times}$, and let

$$
B=\frac{\mathbb{K}\left\langle x_{1}, x_{2}\right\rangle}{\left\langle x_{1} x_{2}+\lambda x_{2} x_{1}\right\rangle} .
$$

If

$$
M_{1}=\left[\begin{array}{ll}
2 & 0 \\
0 & 0
\end{array}\right], \quad M_{2}=\left[\begin{array}{ll}
0 & 0 \\
0 & 2
\end{array}\right]
$$

where $\mu_{12}=\lambda$, then $B$ is a regular graded skew Clifford algebra.
(2) Let

$$
B=\frac{\mathbb{K}\left\langle x_{1}, x_{2}\right\rangle}{\left\langle x_{1} x_{2}-x_{2} x_{1}-x_{1}^{2}\right\rangle} .
$$

If

$$
M_{1}=\left[\begin{array}{ll}
2 & 0 \\
0 & 0
\end{array}\right], \quad M_{2}=\left[\begin{array}{cc}
0 & 1 \\
-1 & 2
\end{array}\right]
$$

where $\mu_{12}=-1$, then $B$ is a regular graded skew Clifford algebra.
3.3.6 Theorem [7], [12]

Let $R$ be a noetherian algebra and $S=R[y ; \sigma, \delta]$ be an Ore extension of $R$ where $\sigma \in \operatorname{Aut}(R)$ and $\delta$ is a left $\sigma$-derivation. If $R$ is an Auslander-regular algebra, then $S$ is an Auslander-regular algebra.

### 3.3.7 Proposition

Let

$$
B=\frac{\mathbb{K}\left\langle x_{1}, x_{2}\right\rangle}{\left\langle x_{1} x_{2}-x_{2} x_{1}\right\rangle},
$$

which is a regular graded skew Clifford algebra. Let

$$
\sigma=\operatorname{id}_{B} \in \operatorname{Aut}(B)
$$

and let $\delta: B \rightarrow B$ be the linear map such that

$$
\delta\left(x_{1}\right)=x_{1} x_{2}=\delta\left(x_{2}\right)
$$

The map $\delta$ is a $\sigma$-derivation of $B$, and $A=B\left[x_{3} ; \sigma, \delta\right]$ is a regular algebra. In fact, the algebra

$$
A=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle g_{1}, g_{2}, g_{3}\right\rangle}
$$

where

$$
\begin{aligned}
& g_{1}=x_{1} x_{2}-x_{2} x_{1}, \\
& g_{2}=x_{3} x_{1}-x_{1} x_{3}-x_{1} x_{2}, \\
& g_{3}=x_{3} x_{2}-x_{2} x_{3}-x_{1} x_{2},
\end{aligned}
$$

has point scheme $\mathcal{V}\left(x_{1} x_{2}\left(x_{2}-x_{1}\right)\right)$ given by the union of three lines $L_{1}, L_{2}, L_{3}$ such that $L_{1} \cap L_{2} \cap L_{3}=$ one point (see Figure 3.6).


Figure 3.6. Depiction of the Point Scheme in Proposition 3.3.7.

Proof:
The algebra $B$ is a regular graded skew Clifford algebra by Theorem 3.3.4. To prove $\delta$ is a left $\sigma$-derivation of $B$, we show that $\delta(0)=0$ in $B$; that is,

$$
\begin{aligned}
\delta\left(x_{1} x_{2}-x_{2} x_{1}\right) & =\delta\left(x_{1} x_{2}\right)-\delta\left(x_{2} x_{1}\right) \\
& =\sigma\left(x_{1}\right) \delta\left(x_{2}\right)+\delta\left(x_{1}\right) x_{2}-\sigma\left(x_{2}\right) \delta\left(x_{1}\right)-\delta\left(x_{2}\right) x_{1} \\
& =x_{1} x_{1} x_{2}+x_{1} x_{2} x_{2}-x_{2} x_{1} x_{2}-x_{1} x_{2} x_{1} \\
& =x_{1}\left(x_{1} x_{2}-x_{2} x_{1}\right)+\left(x_{1} x_{2}-x_{2} x_{1}\right) x_{2} \\
& =0
\end{aligned}
$$

in $B$. Therefore, by Theorem 3.3.6, $A=B\left[x_{3} ; \sigma, \delta\right]$ is a regular algebra. By definition of Ore extension, we have

$$
x_{3} x_{1}=\sigma\left(x_{1}\right) x_{3}+\delta\left(x_{1}\right), \quad x_{3} x_{2}=\sigma\left(x_{2}\right) x_{3}+\delta\left(x_{2}\right)
$$

which yields the relations $g_{2}$ and $g_{3}$ in the statement.

### 3.3.8 Proposition

Let

$$
B=\frac{\mathbb{K}\left\langle x_{1}, x_{2}\right\rangle}{\left\langle x_{1} x_{2}-x_{2} x_{1}\right\rangle},
$$

which is a regular graded skew Clifford algebra. Let

$$
\sigma=\operatorname{id}_{B} \in \operatorname{Aut}(B),
$$

and let $\delta: B \rightarrow B$ be the linear map such that

$$
\delta\left(x_{1}\right)=x_{1} x_{2} \quad \text { and } \quad \delta\left(x_{2}\right)=0 .
$$

The map $\delta$ is a $\sigma$-derivation of $B$, and $A=B\left[x_{3} ; \sigma, \delta\right]$ is a regular algebra. In fact, the algebra

$$
A=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle g_{1}, g_{2}, g_{3}\right\rangle}
$$

where

$$
\begin{aligned}
g_{1} & =x_{3} x_{1}-x_{1} x_{3}-x_{1} x_{2}, \\
g_{2} & =x_{1} x_{2}-x_{2} x_{1}, \\
g_{3} & =x_{3} x_{2}-x_{2} x_{3},
\end{aligned}
$$

has point scheme $\mathcal{V}\left(x_{1} x_{2}{ }^{2}\right)$ given by the union of a line $L_{1}$ and a double line $L_{2}$ such that $L_{1} \cap L_{2}=$ one point (see Figure 3.7).


Figure 3.7. Depiction of the Point Scheme in Proposition 3.3.8.

Proof:
The algebra $B$ is a regular graded skew Clifford algebra by Theorem 3.3.4. To prove
$\delta$ is a left $\sigma$-derivation of $B$, we show that $\delta(0)=0$ in $B$; that is,

$$
\begin{aligned}
\delta\left(x_{1} x_{2}-x_{2} x_{1}\right) & =\delta\left(x_{1} x_{2}\right)-\delta\left(x_{2} x_{1}\right) \\
& =\sigma\left(x_{1}\right) \delta\left(x_{2}\right)+\delta\left(x_{1}\right) x_{2}-\sigma\left(x_{2}\right) \delta\left(x_{1}\right)-\delta\left(x_{2}\right) x_{1} \\
& =0+x_{1} x_{2} x_{2}-x_{2} x_{1} x_{2}-0 \\
& =\left(x_{1} x_{2}-x_{2} x_{1}\right) x_{2} \\
& =0
\end{aligned}
$$

in $B$. Therefore, by Theorem 3.3.6, $A=B\left[x_{3} ; \sigma, \delta\right]$ is a regular algebra. By definition of Ore extension, we have

$$
x_{3} x_{1}=\sigma\left(x_{1}\right) x_{3}+\delta\left(x_{1}\right), \quad x_{3} x_{2}=\sigma\left(x_{2}\right) x_{3}+\delta\left(x_{2}\right)
$$

which yields the relations $g_{2}$ and $g_{3}$ in the statement.

### 3.3.9 Proposition

Let

$$
B=\frac{\mathbb{K}\left\langle x_{1}, x_{2}\right\rangle}{\left\langle x_{1} x_{2}-x_{2} x_{1}\right\rangle},
$$

which is a regular graded skew Clifford algebra. Let $\sigma \in \operatorname{Aut}(B)$ such that

$$
\sigma\left(x_{1}\right)=x_{1} \quad \text { and } \quad \sigma\left(x_{2}\right)=x_{2}+\alpha x_{1} \quad \text { where } \quad \alpha \in \mathbb{K}^{\times}
$$

and let $\delta: B \rightarrow B$ be the linear map such that

$$
\delta\left(x_{1}\right)=0 \quad \text { and } \quad \delta\left(x_{2}\right)=q x_{2}^{2} \quad \text { where } \quad q \in \mathbb{K}^{\times} .
$$

The map $\delta$ is a $\sigma$-derivation of $B$, and $A=B\left[x_{3} ; \sigma, \delta\right]$ is a regular algebra. In fact, the algebra

$$
A=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle g_{1}, g_{2}, g_{3}\right\rangle}
$$

where

$$
\begin{aligned}
& g_{1}=x_{1} x_{2}-x_{2} x_{1}, \\
& g_{2}=x_{3} x_{2}-x_{2} x_{3}-\alpha x_{1} x_{3}-q x_{2}^{2}, \\
& g_{3}=x_{3} x_{1}-x_{1} x_{3},
\end{aligned}
$$

has point scheme

$$
\mathcal{V}\left(x_{1}\left(q x_{2}^{2}+\alpha x_{1} x_{3}\right)\right)
$$

which is the union of the conic $C=\mathcal{V}\left(q x_{2}^{2}+\alpha x_{1} x_{3}\right)$ and the line $L=\mathcal{V}\left(x_{1}\right)$ such that $C \cap L=$ one point (see Figure 3.8).


Figure 3.8. Depiction of the Point Scheme in Proposition 3.3.9.

Proof:
The algebra $B$ is a regular graded skew Clifford algebra by Theorem 3.3.4. To prove $\delta$ is a left $\sigma$-derivation of $B$, we show that $\delta(0)=0$ in $B$; that is,

$$
\begin{aligned}
\delta\left(x_{1} x_{2}-x_{2} x_{1}\right) & =\delta\left(x_{1} x_{2}\right)-\delta\left(x_{2} x_{1}\right) \\
& =\sigma\left(x_{1}\right) \delta\left(x_{2}\right)+\delta\left(x_{1}\right) x_{2}-\sigma\left(x_{2}\right) \delta\left(x_{1}\right)-\delta\left(x_{2}\right) x_{1} \\
& =x_{1} q x_{2}^{2}+0-0-q x_{2}^{2} x_{1} \\
& =q\left(x_{1} x_{2}^{2}-x_{2}^{2} x_{1}\right) \\
& =q x_{2}\left(x_{1} x_{2}-x_{2} x_{1}\right) \\
& =0
\end{aligned}
$$

in $B$. Therefore, by Theorem 3.3.6, $A=B\left[x_{3} ; \sigma, \delta\right]$ is a regular algebra. By definition of Ore extension, we have

$$
x_{3} x_{1}=\sigma\left(x_{1}\right) x_{3}+\delta\left(x_{1}\right), \quad x_{3} x_{2}=\sigma\left(x_{2}\right) x_{3}+\delta\left(x_{2}\right)
$$

which yields the relations $g_{2}$ and $g_{3}$ in the statement.
3.3.10 Proposition

Let

$$
B=\frac{\mathbb{K}\left\langle x_{1}, x_{2}\right\rangle}{\left\langle x_{2} x_{1}-x_{1} x_{2}+x_{1}^{2}\right\rangle},
$$

which is a regular graded skew Clifford algebra. Let $\sigma \in \operatorname{Aut}(B)$ such that

$$
\sigma\left(x_{1}\right)=x_{1} \quad \text { and } \quad \sigma\left(x_{2}\right)=x_{2}-2 x_{1}
$$

and let $\delta: B \rightarrow B$ be the linear map such that

$$
\delta\left(x_{1}\right)=3 x_{2}^{2}+x_{1}^{2} \quad \text { and } \quad \delta\left(x_{2}\right)=-3 x_{2}^{2}-2 x_{1} x_{2}
$$

The map $\delta$ is a $\sigma$-derivation of $B$, and $A=B\left[x_{3} ; \sigma, \delta\right]$ is a regular algebra. In fact, the algebra

$$
A=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle g_{1}, g_{2}, g_{3}\right\rangle}
$$

where

$$
\begin{aligned}
& g_{1}=x_{2} x_{1}-x_{1} x_{2}+x_{1}^{2} \\
& g_{2}=x_{3} x_{1}-3 x_{2}^{2}-x_{1} x_{3}-x_{1}^{2} \\
& g_{3}=x_{3} x_{2}-x_{2} x_{3}+3 x_{2}^{2}+2 x_{1} x_{3}+2 x_{1} x_{2}
\end{aligned}
$$

has point scheme $\mathcal{V}\left(3\left(x_{2}^{3}+x_{1}{ }^{2} x_{3}\right)\right)$ which is a cuspidal cubic curve if and only if $\operatorname{char}(\mathbb{K}) \neq 3$ (see Figure 3.9).


Figure 3.9. Depiction of the Point Scheme in Proposition 3.3.10.

Proof:
The algebra $B$ is a regular graded skew Clifford algebra by Theorem 3.3.4. To prove $\delta$ is a left $\sigma$-derivation of $B$, we show that $\delta(0)=0$ in $B$; that is,

$$
\begin{aligned}
\delta\left(x_{2} x_{1}-x_{1} x_{2}+x_{1}^{2}\right)= & \delta\left(x_{2} x_{1}\right)-\delta\left(x_{1} x_{2}\right)+\delta\left(x_{1}^{2}\right) \\
= & \sigma\left(x_{2}\right) \delta\left(x_{1}\right)+\delta\left(x_{2}\right) x_{1}-\sigma\left(x_{1}\right) \delta\left(x_{2}\right) \\
& \quad-\delta\left(x_{1}\right) x_{2}+\sigma\left(x_{1}\right) \delta\left(x_{1}\right)+\delta\left(x_{1}\right) x_{1} \\
= & x_{1}^{2} x_{2}+x_{2} x_{1}^{2}-2 x_{1} x_{2} x_{1} \\
= & x_{1}\left(x_{2} x_{1}+x_{1}^{2}\right)+x_{2} x_{1}^{2}-2 x_{1} x_{2} x_{1} \\
= & x_{1}^{3}+x_{2} x_{1}^{2}-x_{1} x_{2} x_{1} \\
& \left.=\left(x_{1}^{2}\right)+x_{2} x_{1}-x_{1} x_{2}\right) x_{1} \\
& =0
\end{aligned}
$$

in $B$. Therefore, by Theorem 3.3.6, $A=B\left[x_{3} ; \sigma, \delta\right]$ is a regular algebra. By definition of Ore extension, we have

$$
x_{3} x_{1}=\sigma\left(x_{1}\right) x_{3}+\delta\left(x_{1}\right), \quad x_{3} x_{2}=\sigma\left(x_{2}\right) x_{3}+\delta\left(x_{2}\right)
$$

which yields the relations $g_{2}$ and $g_{3}$ in the statement.

### 3.3.11 Theorem

All the point schemes of quadratic regular algebras of global dimension 3 can be obtained from either a regular graded skew Clifford algebra of global dimension 3 or from an Ore extension of a regular graded skew Clifford algebra of global dimension 2.

Proof:
The results follow by considering the first family of examples (§3.2), Proposition 3.3.7,
Proposition 3.3.8, Proposition 3.3.9, and Proposition 3.3.10.

These results are extended in my paper "Classifying Quadratic Quantum $\mathbb{P}^{2} \mathrm{~S}$ By Using Graded Skew Clifford Algebras" with M. Vancliff, and Jun Zhang ([14]), in which we classify all quadratic regular algebras of global dimension 3 using regular graded skew Clifford algebras.

## CHAPTER 4

## REGULAR GRADED SKEW CLIFFORD ALGEBRAS OF GLOBAL DIMENSION 4

In this chapter, we prove that the regular algebras of global dimension 4 in [18] can be obtained from Ore extensions of graded skew Clifford algebras of global dimension 3.

### 4.1 Proposition

Suppose $q \in \mathbb{K}$, where $q^{4}=1$ but $q \neq 1$. Let

$$
B=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle x_{1} x_{2}-q x_{2} x_{1}, x_{1} x_{3}-q^{-1} x_{3} x_{1}, x_{2} x_{3}-q x_{3} x_{2}\right\rangle},
$$

which is a regular graded skew Clifford algebra. Let $\sigma \in \operatorname{Aut}(B)$ such that

$$
\sigma\left(x_{i}\right)=q x_{i}, \quad \text { for all } \quad i=1,2,3,
$$

and let $\delta: B \rightarrow B$ be the linear map such that

$$
\delta\left(x_{1}\right)=x_{3}{ }^{2}, \quad \delta\left(x_{2}\right)=x_{1}^{2} \quad \text { and } \quad \delta\left(x_{3}\right)=x_{2}^{2} .
$$

The map $\delta$ is a $\sigma$-derivation of $B$, and $A=B\left[x_{4} ; \sigma, \delta\right]$ is a regular algebra. In fact, the algebra

$$
A=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}, x_{4}\right\rangle}{\left\langle g_{1}, \ldots, g_{6}\right\rangle}
$$

where

$$
\begin{array}{ll}
g_{1}=x_{1} x_{2}-q x_{2} x_{1}, & g_{2}=x_{2} x_{3}-q x_{3} x_{2}, \\
g_{3}=x_{1} x_{3}-q^{-1} x_{3} x_{1}, & g_{4}=x_{4} x_{1}-q x_{1} x_{4}-x_{3}^{2}, \\
g_{5}=x_{4} x_{2}-q x_{2} x_{4}-x_{1}^{2}, & g_{6}=x_{4} x_{3}-q x_{3} x_{4}-x_{2}^{2},
\end{array}
$$

has point scheme given by one point and appears in [19].

Proof:
The algebra $B$ is a regular skew polynomial ring, and so is a regular graded skew Clifford algebra. The result now follows from [19, Lemma 3.2].

### 4.2 Proposition

Suppose $q \in \mathbb{K}^{\times}$, and $q^{2} \neq 1$. Let

$$
B=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle x_{1} x_{2}-q^{-1} x_{2} x_{1}, x_{1} x_{3}-q^{-1} x_{3} x_{1}, x_{2} x_{3}-x_{3} x_{2}\right\rangle},
$$

which is a regular graded skew Clifford algebra. Let $\sigma \in \operatorname{Aut}(B)$ such that

$$
\sigma\left(x_{1}\right)=x_{1}, \quad \sigma\left(x_{i}\right)=q x_{i} \quad \text { for } \quad i=2,3
$$

and let $\delta: B \rightarrow B$ be the linear map such that

$$
\delta\left(x_{1}\right)=\left(q-q^{-1}\right) x_{2} x_{3} \quad \text { and } \quad \delta\left(x_{2}\right)=0=\delta\left(x_{3}\right)
$$

The map $\delta$ is a $\sigma$-derivation of $B$, and $A=B\left[x_{4} ; \sigma, \delta\right]$ is a regular algebra. In fact, the algebra

$$
A=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}, x_{4}\right\rangle}{\left\langle g_{1}, \ldots, g_{6}\right\rangle}
$$

where

$$
\begin{array}{ll}
g_{1}=x_{2} x_{1}-q x_{1} x_{2}, & g_{2}=x_{2} x_{3}-x_{3} x_{2}, \\
g_{3}=x_{3} x_{1}-q x_{1} x_{3}, & g_{4}=x_{4} x_{1}-x_{1} x_{4}-\left(q-q^{-1}\right) x_{2} x_{3}, \\
g_{5}=x_{4} x_{2}-q x_{2} x_{4}, & g_{6}=x_{4} x_{3}-q x_{3} x_{4},
\end{array}
$$

has point scheme given by $\mathcal{V}\left(x_{2}, x_{3}\right) \cup \mathcal{V}\left(x_{2} x_{3}-x_{1} x_{4}\right)$ (see Figure 4.1).


Figure 4.1. Depiction of the Point Scheme in Proposition 4.2.

Proof:
The algebra $B$ is a regular graded skew Clifford algebra by $\S 3.2$. To prove $\delta$ is a left $\sigma$-derivation, we show that $\delta(0)=0$ in $B$; that is,

$$
\begin{aligned}
\delta\left(x_{1} x_{2}-q^{-1} x_{2} x_{1}\right) & =\delta\left(x_{1} x_{2}\right)-q^{-1} \delta\left(x_{2} x_{1}\right) \\
& =\sigma\left(x_{1}\right) \delta\left(x_{2}\right)+\delta\left(x_{1}\right) x_{2}-q^{-1} \sigma\left(x_{2}\right) \delta\left(x_{1}\right)-q^{-1} \delta\left(x_{2}\right) x_{1} \\
& =0+\left(q-q^{-1}\right) x_{2} x_{3} x_{2}-q^{-1} q x_{2}\left(q-q^{-1}\right) x_{2} x_{3} \\
& =\left(q-q^{-1}\right) x_{2}\left(x_{3} x_{2}-x_{2} x_{3}\right) \\
& =0
\end{aligned}
$$

in B. Similarly,

$$
\delta\left(x_{1} x_{3}-q^{-1} x_{3} x_{1}\right)=0 \quad \text { and } \quad \delta\left(x_{2} x_{3}-x_{3} x_{2}\right)=0
$$

Therefore, by Theorem 3.3.6, $A=B\left[x_{4} ; \sigma, \delta\right]$ is a regular algebra. By definition of Ore extension, we have

$$
\begin{aligned}
& x_{4} x_{1}=\sigma\left(x_{1}\right) x_{4}+\delta\left(x_{1}\right), \\
& x_{4} x_{2}=\sigma\left(x_{2}\right) x_{4}+\delta\left(x_{2}\right), \\
& x_{4} x_{3}=\sigma\left(x_{3}\right) x_{4}+\delta\left(x_{3}\right),
\end{aligned}
$$

which yields the relations $g_{4}, g_{5}, g_{6}$ in the statement.

### 4.3 Proposition

Suppose $\alpha \in \mathbb{K}^{\times}$. Let

$$
B=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle x_{1} x_{2}-x_{2} x_{1}, x_{1} x_{3}-x_{3} x_{1}, x_{2} x_{3}-x_{3} x_{2}\right\rangle},
$$

which is a regular graded skew Clifford algebra. Let $\sigma \in \operatorname{Aut}(B)$ such that

$$
\sigma\left(x_{1}\right)=x_{1}-\alpha x_{3}, \quad \sigma\left(x_{i}\right)=x_{i} \quad \text { for } \quad i=2,3
$$

and let $\delta: B \rightarrow B$ be the linear map such that

$$
\delta\left(x_{1}\right)=\alpha x_{1} x_{2} \quad \text { and } \quad \delta\left(x_{2}\right)=0=\delta\left(x_{3}\right)
$$

The map $\delta$ is a $\sigma$-derivation of $B$, and $A=B\left[x_{4} ; \sigma, \delta\right]$ is a regular algebra. In fact, the algebra

$$
A=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}, x_{4}\right\rangle}{\left\langle g_{1}, \ldots, g_{6}\right\rangle}
$$

where

$$
\begin{array}{ll}
g_{1}=x_{1} x_{2}-x_{2} x_{1}, & g_{2}=x_{3} x_{2}-x_{2} x_{3}, \\
g_{3}=x_{1} x_{3}-x_{3} x_{1}, & g_{4}=x_{4} x_{1}-x_{1} x_{4}+\alpha\left(x_{4} x_{3}-x_{1} x_{2}\right), \\
g_{5}=x_{4} x_{2}-x_{2} x_{4}, & g_{6}=x_{4} x_{3}-x_{3} x_{4},
\end{array}
$$

has point scheme given by $\mathcal{V}\left(x_{2}\left(x_{1} x_{2}-x_{3} x_{4}\right), x_{3}\left(x_{1} x_{2}-x_{3} x_{4}\right)\right)$ which contains the double line $\mathcal{V}\left(x_{2}, x_{3}\right)$ (see Figure 4.2).


Figure 4.2. Depiction of the Point Scheme in Proposition 4.3.

Proof:
The algebra $B$ is a regular graded skew Clifford algebra by $\S 3.2$. To prove $\delta$ is a left $\sigma$-derivation, we show that $\delta(0)=0$ in $B$; that is,

$$
\delta\left(x_{1} x_{2}-x_{2} x_{1}\right)=\delta\left(x_{1} x_{2}\right)-\delta\left(x_{2} x_{1}\right)
$$

$$
\begin{aligned}
& =\sigma\left(x_{1}\right) \delta\left(x_{2}\right)+\delta\left(x_{1}\right) x_{2}-\sigma\left(x_{2}\right) \delta\left(x_{1}\right)-\delta\left(x_{2}\right) x_{1} \\
& =0+\alpha x_{1} x_{2} x_{2}-x_{2} \alpha x_{1} x_{2}-0 \\
& =\alpha\left(x_{1} x_{2}-x_{2} x_{1}\right) x_{2} \\
& =0
\end{aligned}
$$

in $B$. Similarly,

$$
\delta\left(x_{1} x_{3}-x_{3} x_{1}\right)=0 \quad \text { and } \quad \delta\left(x_{2} x_{3}-x_{3} x_{2}\right)=0
$$

Therefore, by Theorem 3.3.6, $A=B\left[x_{4} ; \sigma, \delta\right]$ is a regular algebra. By definition of Ore extension, we have

$$
\begin{aligned}
& x_{4} x_{1}=\sigma\left(x_{1}\right) x_{4}+\delta\left(x_{1}\right), \\
& x_{4} x_{2}=\sigma\left(x_{2}\right) x_{4}+\delta\left(x_{2}\right), \\
& x_{4} x_{3}=\sigma\left(x_{3}\right) x_{4}+\delta\left(x_{3}\right),
\end{aligned}
$$

which yields the relations $g_{4}, g_{5}, g_{6}$ in the statement.

### 4.4 Proposition

Suppose $\alpha \in \mathbb{K}^{\times} \backslash\{-1\}$. Let

$$
B=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle x_{1} x_{2}-x_{2} x_{1}, x_{1} x_{3}-x_{3} x_{1}, x_{2} x_{3}-x_{3} x_{2}\right\rangle},
$$

which is a regular graded skew Clifford algebra. Let $\sigma \in \operatorname{Aut}(B)$ such that

$$
\sigma\left(x_{i}\right)=x_{i} \quad \text { for } \quad i=1,3, \quad \sigma\left(x_{2}\right)=(1+\alpha) x_{2}
$$

and let $\delta: B \rightarrow B$ be the linear map such that

$$
\delta\left(x_{1}\right)=0=\delta\left(x_{3}\right) \quad \text { and } \quad \delta\left(x_{2}\right)=-\alpha x_{1}^{2} .
$$

The map $\delta$ is a $\sigma$-derivation of $B$, and $A=B\left[x_{4} ; \sigma, \delta\right]$ is a regular algebra. In fact, the algebra

$$
A=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}, x_{4}\right\rangle}{\left\langle g_{1}, \ldots, g_{6}\right\rangle}
$$

where

$$
\begin{array}{ll}
g_{1}=x_{1} x_{2}-x_{2} x_{1}, & g_{2}=x_{2} x_{3}-x_{3} x_{2}, \\
g_{3}=x_{1} x_{3}-x_{3} x_{1}, & g_{4}=x_{1} x_{4}-x_{4} x_{1}, \\
g_{5}=x_{2} x_{4}-x_{4} x_{2}-\alpha\left(x_{1}^{2}-x_{2} x_{4}\right), & g_{6}=x_{4} x_{3}-x_{3} x_{4},
\end{array}
$$

has point scheme given by $Q \cup L$ where $Q=\mathcal{V}\left(x_{1}{ }^{2}-x_{2} x_{4}\right)$ and $L=\mathcal{V}\left(x_{1}, x_{3}\right)$ (see Figure 4.3).


Figure 4.3. Depiction of the Point Scheme in Proposition 4.4.

Proof:
The algebra $B$ is a regular graded skew Clifford algebra by $\S 3.2$. To prove $\delta$ is a left $\sigma$-derivation, we show that $\delta(0)=0$ in $B$; that is,

$$
\begin{aligned}
\delta\left(x_{1} x_{2}-x_{2} x_{1}\right) & =\delta\left(x_{1} x_{2}\right)-\delta\left(x_{2} x_{1}\right) \\
& =\sigma\left(x_{1}\right) \delta\left(x_{2}\right)+\delta\left(x_{1}\right) x_{2}-\sigma\left(x_{2}\right) \delta\left(x_{1}\right)-\delta\left(x_{2}\right) x_{1} \\
& =x_{1}\left(-\alpha x_{1}^{2}\right)+0-0-\left(-\alpha x_{1}^{2}\right) x_{1} \\
& =-\alpha\left(x_{1}^{3}-x_{1}^{3}\right) \\
& =0
\end{aligned}
$$

in $B$. Similarly,

$$
\delta\left(x_{1} x_{3}-x_{3} x_{1}\right)=0 \quad \text { and } \quad \delta\left(x_{2} x_{3}-x_{3} x_{2}\right)=0
$$

Therefore, by Theorem 3.3.6, $A=B\left[x_{4} ; \sigma, \delta\right]$ is a regular algebra. By definition of Ore extension, we have

$$
x_{4} x_{1}=\sigma\left(x_{1}\right) x_{4}+\delta\left(x_{1}\right),
$$

$$
\begin{aligned}
& x_{4} x_{2}=\sigma\left(x_{2}\right) x_{4}+\delta\left(x_{2}\right), \\
& x_{4} x_{3}=\sigma\left(x_{3}\right) x_{4}+\delta\left(x_{3}\right),
\end{aligned}
$$

which yields the relations $g_{4}, g_{5}, g_{6}$ in the statement.

### 4.5 Proposition

Let

$$
B=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle x_{1} x_{2}-x_{2} x_{1}, x_{1} x_{3}-x_{3} x_{1}, x_{2} x_{3}-x_{3} x_{2}\right\rangle},
$$

which is a regular graded skew Clifford algebra. Let $\sigma \in \operatorname{Aut}(B)$ such that

$$
\sigma\left(x_{1}\right)=x_{1}+x_{3}, \quad \sigma\left(x_{i}\right)=x_{i}, \quad \text { for } \quad i=2,3
$$

and let $\delta: B \rightarrow B$ be the linear map such that

$$
\delta\left(x_{1}\right)=-x_{1}^{2} \quad \text { and } \quad \delta\left(x_{2}\right)=0=\delta\left(x_{3}\right) .
$$

The map $\delta$ is a $\sigma$-derivation of $B$, and $A=B\left[x_{4} ; \sigma, \delta\right]$ is a regular algebra. In fact, the algebra

$$
A=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}, x_{4}\right\rangle}{\left\langle g_{1}, \ldots, g_{6}\right\rangle}
$$

where

$$
\begin{array}{ll}
g_{1}=x_{1} x_{2}-x_{2} x_{1}, & g_{2}=x_{3} x_{2}-x_{2} x_{3}, \\
g_{3}=x_{1} x_{3}-x_{3} x_{1}, & g_{4}=x_{1} x_{4}-x_{4} x_{1}-x_{1}^{2}+x_{4} x_{3}, \\
g_{5}=x_{2} x_{4}-x_{4} x_{2}, & g_{6}=x_{3} x_{4}-x_{4} x_{3},
\end{array}
$$

has point scheme given by $Q \cup L$ where $Q=\mathcal{V}\left(x_{2}{ }^{2}-x_{4} x_{3}\right)$ and $L=\mathcal{V}\left(x_{3}, x_{4}\right)$ (so the line $L$ is tangential to the quadric $Q$ at a nonsingular point of $Q$ )(see Figure 4.4).


Figure 4.4. Depiction of the Point Scheme in Proposition 4.5.

Proof:
The algebra $B$ is a regular graded skew Clifford algebra by $\S 3.2$. To prove $\delta$ is a left $\sigma$-derivation, we show that $\delta(0)=0$ in $B$; that is,

$$
\begin{aligned}
\delta\left(x_{1} x_{2}-x_{2} x_{1}\right) & =\delta\left(x_{1} x_{2}\right)-\delta\left(x_{2} x_{1}\right) \\
& =\sigma\left(x_{1}\right) \delta\left(x_{2}\right)+\delta\left(x_{1}\right) x_{2}-\sigma\left(x_{2}\right) \delta\left(x_{1}\right)-\delta\left(x_{2}\right) x_{1} \\
& =0-x_{1}^{2} x_{2}-x_{2}\left(-x_{1}^{2}\right)-0 \\
& =-x_{1}^{2} x_{2}+x_{1}^{2} x_{2} \\
& =0
\end{aligned}
$$

in B. Similarly,

$$
\delta\left(x_{1} x_{3}-x_{3} x_{1}\right)=0 \quad \text { and } \quad \delta\left(x_{2} x_{3}-x_{3} x_{2}\right)=0
$$

Therefore, by Theorem 3.3.6, $A=B\left[x_{4} ; \sigma, \delta\right]$ is a regular algebra. By definition of Ore extension, we have

$$
\begin{aligned}
& x_{4} x_{1}=\sigma\left(x_{1}\right) x_{4}+\delta\left(x_{1}\right), \\
& x_{4} x_{2}=\sigma\left(x_{2}\right) x_{4}+\delta\left(x_{2}\right), \\
& x_{4} x_{3}=\sigma\left(x_{3}\right) x_{4}+\delta\left(x_{3}\right),
\end{aligned}
$$

which yields the relations $g_{4}, g_{5}, g_{6}$ in the statement.

### 4.6 Proposition

Let

$$
B=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle x_{1} x_{2}-x_{2} x_{1}, x_{1} x_{3}-x_{3} x_{1}, x_{2} x_{3}-x_{3} x_{2}\right\rangle},
$$

which is a regular graded skew Clifford algebra. Let $\sigma \in \operatorname{Aut}(B)$ such that

$$
\sigma=\operatorname{id}_{B} \in \operatorname{Aut}(B),
$$

and let $\delta: B \rightarrow B$ be the linear map such that

$$
\delta\left(x_{1}\right)=-x_{1}^{2}+x_{2} x_{3} \quad \text { and } \quad \delta\left(x_{2}\right)=0=\delta\left(x_{3}\right)
$$

The map $\delta$ is a $\sigma$-derivation of $B$, and $A=B\left[x_{4} ; \sigma, \delta\right]$ is a regular algebra. In fact, the algebra

$$
A=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}, x_{4}\right\rangle}{\left\langle g_{1}, \ldots, g_{6}\right\rangle}
$$

where

$$
\begin{array}{ll}
g_{1}=x_{1} x_{2}-x_{2} x_{1}, & g_{2}=x_{2} x_{3}-x_{3} x_{2}, \\
g_{3}=x_{1} x_{3}-x_{3} x_{1}, & g_{4}=x_{1} x_{4}-x_{4} x_{1}-x_{1}^{2}+x_{2} x_{3}, \\
g_{5}=x_{2} x_{4}-x_{4} x_{2}, & g_{6}=x_{3} x_{4}-x_{4} x_{3},
\end{array}
$$

has point scheme given by $Q \cup L$ where $Q=\mathcal{V}\left(x_{1}{ }^{2}-x_{2} x_{3}\right)$ and $L=\mathcal{V}\left(x_{2}, x_{3}\right)$ (so the line $L$ is tangential to the quadric $Q$ at a singular point of $Q$ )(see Figure 4.5).


Figure 4.5. Depiction of the Point Scheme in Proposition 4.6.

Proof:
The algebra $B$ is a regular graded skew Clifford algebra by $\S 3.2$. To prove $\delta$ is a left $\sigma$-derivation, we show that $\delta(0)=0$ in $B$; that is,

$$
\delta\left(x_{1} x_{2}-x_{2} x_{1}\right)=\delta\left(x_{1} x_{2}\right)-\delta\left(x_{2} x_{1}\right)
$$

$$
\begin{aligned}
& =\sigma\left(x_{1}\right) \delta\left(x_{2}\right)+\delta\left(x_{1}\right) x_{2}-\sigma\left(x_{2}\right) \delta\left(x_{1}\right)-\delta\left(x_{2}\right) x_{1} \\
& =0+\left(-x_{1}^{2}+x_{2} x_{3}\right) x_{2}-x_{2}\left(-x_{1}^{2}+x_{2} x_{3}\right)-0 \\
& =-x_{1}{ }^{2} x_{2}+x_{2}^{2} x_{3}+x_{1}^{2} x_{2}-x_{2}^{2} x_{3} \\
& =0
\end{aligned}
$$

in B. Similarly,

$$
\delta\left(x_{1} x_{3}-x_{3} x_{1}\right)=0 \quad \text { and } \quad \delta\left(x_{2} x_{3}-x_{3} x_{2}\right)=0
$$

Therefore, by Theorem 3.3.6, $A=B\left[x_{4} ; \sigma, \delta\right]$ is a regular algebra. By definition of Ore extension, we have

$$
\begin{aligned}
& x_{4} x_{1}=\sigma\left(x_{1}\right) x_{4}+\delta\left(x_{1}\right), \\
& x_{4} x_{2}=\sigma\left(x_{2}\right) x_{4}+\delta\left(x_{2}\right), \\
& x_{4} x_{3}=\sigma\left(x_{3}\right) x_{4}+\delta\left(x_{3}\right),
\end{aligned}
$$

which yields the relations $g_{4}, g_{5}, g_{6}$ in the statement.

### 4.7 Proposition

Let

$$
B=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle x_{1} x_{2}-x_{2} x_{1}, x_{1} x_{3}-x_{3} x_{1}, x_{2} x_{3}-x_{3} x_{2}\right\rangle},
$$

which is a regular graded skew Clifford algebra. Let $\sigma \in \operatorname{Aut}(B)$ such that

$$
\sigma=\operatorname{id}_{B} \in \operatorname{Aut}(B)
$$

and let $\delta: B \rightarrow B$ be the linear map such that

$$
\delta\left(x_{1}\right)=0=\delta\left(x_{2}\right) \quad \text { and } \quad \delta\left(x_{3}\right)=-x_{1}^{2}+x_{2} x_{3}
$$

The map $\delta$ is a $\sigma$-derivation of $B$, and $A=B\left[x_{4} ; \sigma, \delta\right]$ is a regular algebra. In fact, the algebra

$$
A=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}, x_{4}\right\rangle}{\left\langle g_{1}, \ldots, g_{6}\right\rangle}
$$

where

$$
\begin{array}{ll}
g_{1}=x_{1} x_{2}-x_{2} x_{1}, & g_{2}=x_{2} x_{3}-x_{3} x_{2}, \\
g_{3}=x_{1} x_{3}-x_{3} x_{1}, & g_{4}=x_{1} x_{4}-x_{4} x_{1}, \\
g_{5}=x_{2} x_{4}-x_{4} x_{2}, & g_{6}=x_{3} x_{4}-x_{4} x_{3}-x_{1}^{2}+x_{2} x_{3},
\end{array}
$$

has point scheme given by $\mathcal{V}\left(x_{1}\left(x_{1}^{2}-x_{2} x_{3}\right), x_{2}\left(x_{1}^{2}-x_{2} x_{3}\right)\right)$, which contains the double line $V\left(x_{1}, x_{2}\right)$ (see Figure 4.6).


Figure 4.6. Depiction of the Point Scheme in Proposition 4.7.

Proof:
The algebra $B$ is a regular graded skew Clifford algebra by $\S 3.2$. To prove $\delta$ is a left $\sigma$-derivation, we show that $\delta(0)=0$ in $B$; that is,

$$
\begin{aligned}
\delta\left(x_{1} x_{2}-x_{2} x_{1}\right) & =\delta\left(x_{1} x_{2}\right)-\delta\left(x_{2} x_{1}\right) \\
& =\sigma\left(x_{1}\right) \delta\left(x_{2}\right)+\delta\left(x_{1}\right) x_{2}-\sigma\left(x_{2}\right) \delta\left(x_{1}\right)-\delta\left(x_{2}\right) x_{1} \\
& =0
\end{aligned}
$$

in B. Similarly,

$$
\delta\left(x_{1} x_{3}-x_{3} x_{1}\right)=0 \quad \text { and } \quad \delta\left(x_{2} x_{3}-x_{3} x_{2}\right)=0
$$

Therefore, by Theorem 3.3.6, $A=B\left[x_{4} ; \sigma, \delta\right]$ is a regular algebra. By definition of Ore extension, we have

$$
\begin{aligned}
& x_{4} x_{1}=\sigma\left(x_{1}\right) x_{4}+\delta\left(x_{1}\right), \\
& x_{4} x_{2}=\sigma\left(x_{2}\right) x_{4}+\delta\left(x_{2}\right), \\
& x_{4} x_{3}=\sigma\left(x_{3}\right) x_{4}+\delta\left(x_{3}\right),
\end{aligned}
$$

which yields the relations $g_{4}, g_{5}, g_{6}$ in the statement.
4.8 Remark
S. P. Smith and T. Stafford proved that the Sklyanin algebras on 4 generators (the family of algebras constructed by the physicist, E. K. Sklyanin [16]) are regular algebras of global dimension 4 [17]. However, they appear not to be directly related, in the sense of Chapter 3, to any graded skew Clifford algebra, although they could perhaps be weakly related in some way (c.f., [14, Remark 4.4]).

## CHAPTER 5

## TWISTING A REGULAR GRADED SKEW CLIFFORD ALGEBRA BY AN AUTOMORPHISM

In this chapter, we suppose $A$ is a regular graded skew Clifford algebra that is a twist (in the sense of $[4, \S 8]$ ) of a regular graded Clifford algebra $B$ by an automorphism. We prove in Theorem 5.7 that, under this hypothesis, the subalgebra $R$ of $A$ generated by the $y_{i}$ (see Definition 2.2.1) is a twist of a polynomial ring by an automorphism, and is a skew polynomial ring. We also present an example that demonstrates that this can fail when A is not a twist of B (see Nonexample 5.3).

We thank S. P. Smith (University of Washington) for the suggestion to study the algebra $R$.
5.1 Definition of a Twist by an Automorphism [4, §8]

Let $D$ denote a quadratic algebra, let $D_{1}$ denote the span of the homogeneous degreeone elements of $D$. Suppose $\tau$ is a graded degree-zero automorphism of $D$, that is, $\left.\tau\right|_{D_{i}}: D_{i} \rightarrow D_{i}$ for all $i$. The twist $D^{\tau}$ of $D$ by $\tau$ is a quadratic algebra that has the same underlying vector space as $D$, but has a new multiplication $*$ defined as follows:

$$
\text { if } \quad a, b \in D_{1}=\left(D^{\tau}\right)_{1}, \quad \text { then } \quad a * b=a \tau(b)
$$

where the right-hand side is computed using the original multiplication in $D$.

In this chapter, $a^{\tau}$ means $\tau(a)$ for $a \in D_{1}=\left(D^{\tau}\right)_{1}$. Also, we consider only automorphisms $\tau$ such that

$$
\left.\tau\right|_{D_{i}}: D_{i} \rightarrow D_{i} \quad \text { for all } \quad i
$$

### 5.2 Example

Let $\lambda_{1}, \lambda_{2} \in \mathbb{K}^{\times}$, and let

$$
C=\frac{\mathbb{K}\langle X, Y\rangle}{\langle X Y-Y X\rangle}
$$

The map

$$
\tau=\left[\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right] \in \operatorname{Aut}(C)
$$

so the algebra

$$
A=\frac{\mathbb{K}\langle x, y\rangle}{\left\langle\lambda_{1} \lambda_{2}{ }^{-1} x y-y x\right\rangle}
$$

is the twist of $C$ by $\tau$, since

$$
\lambda_{1} \lambda_{2}^{-1} x * y-y * x=X Y-Y X
$$

### 5.3 Nonexample

Let $\lambda \in \mathbb{K}$ and let

$$
A=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle g_{1}, g_{2}, g_{3}\right\rangle}
$$

where

$$
\begin{aligned}
& g_{1}=x_{1} x_{2}+\mu_{12} x_{2} x_{1}-\lambda x_{3}^{2}, \\
& g_{2}=x_{1} x_{3}+\mu_{13} x_{3} x_{1}, \\
& g_{3}=x_{2} x_{3}+\mu_{23} x_{3} x_{2},
\end{aligned}
$$

where $0 \neq \mu_{i j} \in \mathbb{K}$ for $i, j=1,2,3$ such that

$$
\mu_{32}=\mu_{13} \neq \mu_{12} \mu_{23} .
$$

By $\S 3.2, A$ is a regular graded skew Clifford algebra. Let $R$ be the $\mathbb{K}$-algebra generated by $y_{1}, y_{2}, y_{3}$ (see Definition 2.2.1). By Definition 2.2.1, $\operatorname{deg}\left(y_{i}\right)=2$ for all $i$, and, in this algebra $A$, the $y_{i}$ 's satisfy only two relations of degree 4 , so $R$ is not a skew polynomial ring, nor a twist of a polynomial ring by an automorphism.

The main result of this chapter, Theorem 5.7, proves that $R$ is a twist of a polynomial ring if $A$ is a twist of a graded Clifford algebra. Thus section 5.4 defines this concept and results useful in the proof of Theorem 5.7.

### 5.4 Definition of Graded Clifford Algebras [10]

Let $M_{1}, \ldots, M_{n} \in M(n, \mathbb{K})$ denote symmetric matrices. A graded Clifford algebra $B$ associated to $M_{1}, \ldots, M_{n}$ is a graded $\mathbb{K}$-algebra on degree-one generators $X_{1}, \ldots, X_{n}$ and on degree-two generators $Y_{1}, \ldots, Y_{n}$ with defining relations given by:
(a) $X_{i} X_{j}+X_{j} X_{i}=\sum_{k=1}^{n}\left(M_{k}\right)_{i j} Y_{k}$ for all $i, j=1, \ldots, n$, and
(b) $Y_{k}$ central for all $k=1, \ldots, n$.

In Definition 2.2.1, if $\mu_{i j}=1$ for all $i, j=1, \ldots, n$, and if $r_{i}$ is central for all $i \in$ $\{1, \ldots, n\}$, then the graded skew Clifford algebra in that definition is a graded Clifford algebra.

### 5.4.1 Example

Let $\lambda \in \mathbb{K}^{\times}$. If

$$
M_{1}=\left[\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right], \quad M_{2}=\left[\begin{array}{cc}
2 & 0 \\
0 & 2 \lambda
\end{array}\right]
$$

then the graded Clifford algebra $B$ associated to $M_{1}, M_{2}$ is

$$
\frac{\mathbb{K}\left\langle X_{1}, X_{2}\right\rangle}{\left\langle X_{2}{ }^{2}-\lambda X_{1}{ }^{2}\right\rangle},
$$

since

$$
X_{1} X_{2}+X_{2} X_{1}=Y_{1}, \quad Y_{2}=X_{1}^{2}, \quad \lambda Y_{2}=X_{2}^{2}
$$

and $Y_{i}$ is central for all $i$.

### 5.4.2 Definition of Quadric System

Let $C$ be the $\mathbb{K}$-algebra on generators $Z_{1}, \ldots, Z_{n}$ with defining relations

$$
Z_{j} Z_{i}=Z_{i} Z_{j} \quad \text { for all } i, j,
$$

and let

$$
Q_{k}:=\left[\begin{array}{lll}
Z_{1} & \cdots & Z_{n}
\end{array}\right] M_{k}\left[\begin{array}{c}
Z_{1} \\
\vdots \\
Z_{n}
\end{array}\right] \in C
$$

The collection $\left\{Q_{1}, \ldots, Q_{n}\right\}$ is called a quadric system. In Definition 2.2.1, if $\mu_{i j}=1$ for all $i, j=1, \ldots, n$, then the quadric system of a graded skew Clifford algebra is the quadric system of a graded Clifford algebra.

### 5.4.3 Example

For the algebra $B$ in Example 5.4.1, we have

$$
C=\frac{\mathbb{K}\left\langle Z_{1}, Z_{2}\right\rangle}{\left\langle Z_{2} Z_{1}-Z_{1} Z_{2}\right\rangle}
$$

Moreover,

$$
Q_{1}=2 Z_{1} Z_{2}, \quad Q_{2}=2 Z_{1}^{2}+2 \lambda Z_{2}^{2}
$$

However, since $\operatorname{char}(\mathbb{K}) \neq 2$, we consider:

$$
Q_{1}=Z_{1} Z_{2}, \quad Q_{2}=Z_{1}^{2}+\lambda Z_{2}^{2} .
$$

### 5.4.4 Definition of Zero Locus

Suppose $C=\mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ and $F \in C_{2}$. We define the zero locus $\Gamma(F)$ of $F$ to be

$$
\Gamma(F)=\left\{P \in \mathbb{P}^{n-1}: F(P)=0\right\}
$$

where $\mathbb{P}^{n-1}$ is identified with $\mathbb{P}\left(C_{1}^{*}\right)$.

Similarly if $F_{1}, \ldots, F_{m} \in C_{2}$, then

$$
\Gamma\left(F_{1}, \ldots, F_{m}\right)=\left\{P \in \mathbb{P}^{n-1}: F_{i}(P)=0 \quad \text { for all } i\right\}
$$

### 5.4.5 Definition of Base-Point Free

The quadric system $\left\{Q_{1}, \ldots, Q_{n}\right\} \subset C$ is said to be base-point free $(\mathrm{BPF})$ if $\Gamma\left(Q_{1}, \ldots, Q_{n}\right)$ is empty.

If $\mu_{i j}=1$ for all $i, j=1, \ldots, n$, then Definition 5.4.5 is equivalent to Definition 2.2.8, since, in this case, $Z$ is the graph of the identity map on $\mathbb{P}^{n-1}$.

### 5.4.6 Example

Let $P=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{P}^{1}$. Referring to Example 5.4.3, we have

$$
0=Q_{1}(P)=\alpha_{1} \alpha_{2}, \quad 0=Q_{2}(P)=\alpha_{1}^{2}+\lambda \alpha_{2}^{2}
$$

Thus $\alpha_{1}=\alpha_{2}=0$ which is contradiction. Therefore $\left\{Q_{1}, Q_{2}\right\}$ is BPF.
5.4.7 Theorem [1], [10]

Let $M_{1}, \ldots, M_{n}$ be symmetric $n \times n$ matrices. The graded Clifford algebra $A$ associated to $M_{1}, \ldots, M_{n}$ is quadratic, regular of global dimension $n$ and satisfies the Cohen-Macaulay property with Hilbert series $\frac{1}{(1-t)^{n}}$ if and only if the quadric system
in $\mathbb{P}^{n-1}$ determined by the $M_{k}$ is BPF. In this case, $A$ is noetherian and has no zero divisors.

Before returning to our main theorem, we first require some preliminary technical results.

### 5.5 Lemma

Let $X_{1}, \ldots, X_{n}$ and the $Y_{k}$ be as in Definition 5.4. Let $D \subset B_{2}$ denote the homogeneous central elements in $B$ of degree two. If $a, b \in B_{1}$, then $a b+b a \in D$.

Proof:
We may write

$$
a=\sum_{m=1}^{n} \alpha_{m} X_{m} \quad \text { and } \quad b=\sum_{l=1}^{n} \beta_{l} X_{l}
$$

with $\alpha_{m}, \beta_{l} \in \mathbb{K}$ for all $m, l$. It follows that

$$
a b+b a=\sum_{m, l=1}^{n} \alpha_{m} \beta_{l}\left(X_{m} X_{l}+X_{l} X_{m}\right)=\sum_{m, l=1}^{n} \alpha_{m} \beta_{l}\left(\sum_{k=1}^{n}\left(M_{k}\right)_{m l} Y_{k}\right)
$$

Therefore

$$
a b+b a \in D \quad \text { for all } \quad a, b \in B_{1},
$$

since $Y_{k} \in D$ for all $k$.

### 5.6 Lemma

Let $\mu_{i j}$ be as defined in Definition 2.2.1 for all $i, j$, and let $S$ be the skew polynomial ring on $n$ generators defined in Definition 2.2.3. The algebra $S$ is a twist of the polynomial ring

$$
C=\mathbb{K}\left[Z_{1}, \ldots, Z_{n}\right]
$$

by an automorphism $\sigma \in \operatorname{Aut}(C)$ if and only if

$$
\mu_{i k}=\mu_{i j} \mu_{j k} \quad \text { for all } \quad i, j, k
$$

in this case, $\left.\sigma\right|_{C_{1}}$ is semisimple, and for all $i, j$, we have

$$
\mu_{i j}=\frac{\rho_{i}}{\rho_{j}}, \quad \text { where } \quad \rho_{i} \in \mathbb{K}^{\times}
$$

and

$$
\sigma\left(Z_{i}\right)=\rho_{i} Z_{i} \quad \text { for all } \quad i
$$

Proof:
The first part follows from [3], since $\mu_{i k}=\mu_{i j} \mu_{j k}$ for all $i, j, k$ if and only if the point scheme of $S$ is $\mathbb{P}^{n-1}$, and the latter holds if and only if $S$ is a twist of the polynomial ring on $n$ variables by an automorphism.

Let $S$ be a twist of the polynomial ring

$$
C=\mathbb{K}\left[Z_{1}, \ldots, Z_{n}\right]
$$

by an automorphism $\sigma \in \operatorname{Aut}(C)$. The relations in $S$ are

$$
z_{j} z_{i}=\mu_{i j} z_{i} z_{j} \quad \text { for all } i, j,
$$

therefore, in $C_{1}$ we have

$$
Z_{j} Z_{i}^{\sigma}=\mu_{i j} Z_{i} Z_{j}^{\sigma} \quad(* *) .
$$

However, $C$ is commutative and a unique factorization domain, and

$$
\operatorname{deg}\left(Z_{i}\right)=1 \quad \text { for all } i,
$$

so $Z_{i}$ is irreducible, and, for all $i \neq j, Z_{i} \nmid Z_{j}$. It therefore follows from ( $* *$ ) that $Z_{i} \mid Z_{i}{ }^{\sigma}$ for all $i$. Since $\operatorname{deg}\left(Z_{i}{ }^{\sigma}\right)=1, Z_{i}{ }^{\sigma} \in \mathbb{K}^{\times} Z_{i}$ for all $i$. Hence, $\left.\sigma\right|_{C_{1}}$ is semisimple. Writing

$$
Z_{i}{ }^{\sigma}=\rho_{i} Z_{i} \quad \text { for all } i,
$$

where

$$
\rho_{i} \in \mathbb{K}^{\times} \quad \text { for all } i,
$$

and substituting into $(* *)$ completes the proof.

Recall $B$ is a regular graded Clifford algebra and $A$ is a regular graded skew Clifford algebra that is a twist of $B$ by an automorphism $\tau \in \operatorname{Aut}(B)$. From Definition 2.2.3, there is a skew polynomial ring $S$ associated to $A$. By [5, Proposition 4.5], since $A$ is a twist of $B$ by $\tau$, there exists a choice for $S$ so that $S$ is a twist of the polynomial ring $C$ by $\tau^{-1}$ and conversely. By Lemma 5.6, $\left.\tau\right|_{S_{1}}$ is semisimple; i.e. for each $i=1, \ldots, n$, we have

$$
\tau\left(z_{i}\right)=\lambda_{i} z_{i} \quad \text { for some } \quad \lambda_{i} \in \mathbb{K}^{\times}
$$

and

$$
\mu_{i j}=\frac{\lambda_{j}}{\lambda_{i}} \quad \text { for all } \quad i, j
$$

(In the notation of Lemma 5.6,

$$
\lambda_{i}=\rho_{i}^{-1} \quad \text { for all } \quad i
$$

since $\tau=\sigma^{-1}$.)

In the next result, $R^{\prime}$ is the subalgebra of $B$ generated by the $Y_{i}$, so $R^{\prime}$ is the commutative polynomial ring $\mathbb{K}\left[Y_{1}, \ldots, Y_{n}\right]$. The algebra $R$ denotes the subalgebra of $A$ generated by the $y_{i}$, and by Nonexample 5.3, this algebra is not, in general, a skew polynomial ring nor a twist of a polynomial ring.

### 5.7 Theorem

Suppose that $A$ is a regular graded skew Clifford algebra on $n$ degree- 1 generators $x_{1}, \ldots, x_{n}$ (in the sense of Theorem 3.1), and $R$ is the subalgebra of $A$ generated by $y_{1}, \ldots, y_{n}$. If $A$ is a twist of a regular graded Clifford algebra $B$ (in the sense of Theorem 5.4.7) by

$$
\tau \in \operatorname{Aut}(B)
$$

then $R$ is a twist of the polynomial ring $R^{\prime}$ on $n$ variables and is a skew polynomial ring.

Proof:
By the preceding discussion

$$
\mu_{i j}=\frac{\lambda_{j}}{\lambda_{i}} \quad \text { for all } \quad i, j
$$

where $\lambda_{i} \in \mathbb{K}^{\times}$and

$$
\tau\left(z_{i}\right)=\lambda_{i} z_{i} \quad \text { for all } \quad i
$$

Since $S_{1}=C_{1}, \tau\left(Z_{i}\right)=\lambda_{i} Z_{i}$ for all $i$, so we may rechoose the $X_{k}$ in $B_{1}$ so that the degree-two relations of $B$ have the form given by Definition 5.3(a) (the $M_{k}$ will also change) and so that $\left\{X_{1}, \ldots, X_{n}\right\}$ is dual to the basis $\left\{Z_{1}, \ldots, Z_{n}\right\}$ for $C$. With this choice, we have

$$
X_{i}^{\tau}=\lambda_{i} X_{i} \quad \text { for all } \quad i
$$

and the twist of $X_{i}$ is $x_{i}$. For all $i, j$, we have

$$
\begin{aligned}
x_{i} x_{j}+\mu_{i j} x_{j} x_{i} & =x_{i} x_{j}+\frac{\lambda_{j}}{\lambda_{i}} x_{j} x_{i} \\
& =\frac{1}{\lambda_{i}}\left(\lambda_{i} x_{i} x_{j}+\lambda_{j} x_{j} x_{i}\right) \\
& =\frac{1}{\lambda_{i}}\left(x_{i}^{\tau} x_{j}+x_{j}^{\tau} x_{i}\right) \in \mathbb{K}^{\times}\left(x_{i}^{\tau} x_{j}+x_{j}^{\tau} x_{i}\right) .
\end{aligned}
$$

For all $i, j$, let

$$
n_{i j}=x_{i}^{\tau} x_{j}+x_{j}^{\tau} x_{i} .
$$

By Definition 2.2.1, $n_{i j} \in R$ for all $i, j$, so

$$
\mathbb{K}\left[n_{i j}: 1 \leq i, j \leq n\right] \subseteq R
$$

Since $A$ is quadratic, each $y_{k}$ is a function of the $n_{i j}$, and so

$$
R=\mathbb{K}\left[n_{i j}: 1 \leq i, j \leq n\right] .
$$

Moreover, each $n_{i j}$ is a normal element of $A$ since, for all $i, j, k$, we have:

$$
\begin{aligned}
x_{k} n_{i j} & =x_{k}\left(x_{i}^{\tau} x_{j}+x_{j}^{\tau} x_{i}\right) \\
& =X_{k}\left(X_{i}^{\tau^{2}} X_{j}^{\tau^{2}}+X_{j}^{\tau^{2}} X_{i}^{\tau^{2}}\right) \\
& =\lambda_{i}{ }^{2} \lambda_{j}^{2} X_{k}\left(X_{i} X_{j}+X_{j} X_{i}\right) \\
& =\lambda_{i}{ }^{2} \lambda_{j}^{2}\left(X_{i} X_{j}+X_{j} X_{i}\right) X_{k} \\
& =\lambda_{k}{ }^{-2} \lambda_{i} \lambda_{j}\left(x_{i}^{\tau} x_{j}+x_{j}^{\tau} x_{i}\right) x_{k} \\
& =\mu_{k i} \mu_{k j} n_{i j} x_{k},
\end{aligned}
$$

where the fourth equality follows from Lemma 5.5. It follows that

$$
n_{i j} n_{k r}=\mu_{i k} \mu_{j k} \mu_{i r} \mu_{j r} n_{k r} n_{i j} \quad \text { for all } \quad i, j, k, r
$$

Hence, by ( $\dagger$ ), we have

$$
n_{i j} n_{k r}=\mu_{i k}^{2}{\mu_{j r}}^{2} n_{k r} n_{i j} \quad \text { for all } \quad i, j, k, r
$$

Therefore $R$ is a skew polynomial ring. For all $i, j, k, r$, let

$$
\nu_{i j k r}=\mu_{i k}^{2} \mu_{j r}^{2}
$$

It follows that

$$
\nu_{i j k r} \nu_{k r a b}=\nu_{i j a b} \quad \text { for all } \quad i, j, k, r, a, b,
$$

so $R$ is a twist of the polynomial ring $R^{\prime \prime}$. For all $i, j$, let $N_{i j} \in B$ denote the element that twists to $n_{i j} \in A$. So

$$
N_{i j}=X_{i}^{\tau} X_{j}^{\tau}+X_{j}^{\tau} X_{i}^{\tau}=\tau\left(X_{i} X_{j}+X_{j} X_{i}\right)
$$

and, by ( $\dagger \dagger$ ), we have

$$
N_{i j} N_{k r} \tau^{\tau^{2}}=\nu_{i j k r} N_{k r} N_{i j}^{\tau^{2}} \quad \text { for all } \quad i, j, k, r .
$$

In particular, $R^{\prime \prime}$ is the subalgebra of $B$ generated by the $Y_{k}$, so $R^{\prime \prime}=R^{\prime}$. Defining

$$
\tau^{\prime} \in \operatorname{Aut}\left(R^{\prime}\right)
$$

by

$$
\tau^{\prime}\left(N_{i j}\right)=\lambda_{i}^{2} \lambda_{j}^{2} N_{i j} \quad \text { for all } \quad i, j,
$$

we find that $R$ is the twist of $R^{\prime}$ by $\tau^{\prime}$.
5.8 Example

Let

$$
B=\frac{\mathbb{K}\left\langle X_{1}, X_{2}, X_{3}\right\rangle}{\left\langle f_{1}, f_{2}, f_{3}\right\rangle}
$$

where

$$
\begin{aligned}
& f_{1}=X_{1} X_{2}+X_{2} X_{1}-X_{3}^{2} \\
& f_{2}=X_{1} X_{3}+X_{3} X_{1}-X_{2}^{2} \\
& f_{3}=X_{2} X_{3}+X_{3} X_{2}-X_{1}^{2}
\end{aligned}
$$

and let

$$
\tau=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \mu_{12} & 0 \\
0 & 0 & \mu_{13}
\end{array}\right] \in \operatorname{Aut}(B)
$$

Twisting $B$ by $\tau$ yields the algebra

$$
A=\frac{\mathbb{K}\left\langle x_{1}, x_{2}, x_{3}\right\rangle}{\left\langle g_{1}, g_{2}, g_{3}\right\rangle}
$$

where

$$
\begin{aligned}
& g_{1}=x_{1} x_{2}+\mu_{12} x_{2} x_{1}-\mu_{32} x_{3}^{2} \\
& g_{2}=x_{1} x_{3}+\mu_{13} x_{3} x_{1}-\mu_{23} x_{2}^{2} \\
& g_{3}=x_{2} x_{3}+\mu_{23} x_{3} x_{2}-\mu_{13} x_{1}^{2}
\end{aligned}
$$

By Definition 5.3, $B$ is a graded Clifford algebra, and by $\S 3.2, A$ is a graded skew Clifford algebra. The subalgebra $R$ of $A$ generated by the $y_{i}$ is the algebra

$$
\frac{\mathbb{K}\left\langle y_{1}, y_{2}, y_{3}\right\rangle}{\left\langle y_{1} y_{2}-\mu_{12} y_{2} y_{1}, \quad y_{2} y_{3}-\mu_{23} y_{3} y_{2}, \quad y_{1} y_{3}-\mu_{13} y_{3} y_{1}\right\rangle},
$$

which is a skew polynomial ring and a twist of the polynomial ring $\mathbb{K}\left[Y_{1}, Y_{2}, Y_{3}\right] \subset B$.
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