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ABSTRACT

A SEARCH FOR THE HIGGS BOSON IN ITS ASSOCIATED PRODUCTION WHTA W
VECTOR BOSON INpp COLLISIONS AT /s = 1.96 TeV

Publication No

Venkatesh S. Kaushik, Ph.D.

The University of Texas at Arlington, 2007

Supervising Professor: Jaehoon Yu

We present the results of a search for the Standard ModelksHiggon in its associated
production with &V vector boson irpp collisions at\/s = 1.96 TeV using the complete Run
lIA dataset with an integrated luminosity of 1.g4—! collected by the D@ experiment. The
salient features of this analysis are the extended geanaatceptance by including the pseu-
dorapidity covered by the end cap calorimeter, optimizatiob-tagging and event selection
criteria. We observe very good agreement in the data comdgarthe expectation form the
modeling of Standard Model background for the&/f signal. No excess events in data are ob-
served over the predicted background. We establish thavidence for observing the Higgs
boson in this channel is inconclusive and proceed to setrugspss section limits on the asso-
ciatedW H production at 95% confidence level. We derive the cross@ecipper limits for
the Higgs massrfy) ranging from 105 Ge\¢ to 145 GeV¢?. Formy = 115 GeVi?, the
observed (expected) upper limitis 0.8 (0.9) pb comparebdddstandard Model expectation of
0.13 pb.

Vi
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CHAPTER 1
INTRODUCTION

The most sensitive production channel for a Standard Md&@l) (Higgs boson at the
Tevatron is its associated production witfy Z vector bosons. The production is dominated by
gluon fusion processy¢ — H) with a cross section in the range 0.8 - 0.2 pb for higgs masses
ranging from 105 - 145GeV /c? followed by WH production channel with cross section in the
range 0.2 - 0.03 pb for the same range of higgs massedVTiehannel provides a clean event
signature with well-modeled backgrounds, whereas therglusion channel is dominated by
multijet backgrounds that are difficult to model. The analyssults presented here correspond
to a total of 1.04 fb! of Run IIA data. Several improvements (to be discussed ifidh@ving
chapters) have been implemented in the current analysishiese ~30% improvement in
search sensitivity. This is in addition to that achieved byreerease in integrated luminosity
compared to the previous analysis with 400~ pHata.

This thesis is organized into the following chapters:

e Chapter 2: Theoretical introduction and the motivationgarsh for the Higgs boson are
presented.

e Chapter 3: Experimental apparatus of the Fermilab Tevabider and the D@ detector
is described.

e Chapter 4: Simulation,e., Monte Carlo (MC) tools used in this analysis are explained.

e Chapter 5: Offline event reconstruction is explained in itletdh emphasis on objects
used in this analysis, which include electrons, neutrimaukjats.

e Chapter 6: Data and MC samples used in the analysis are sumechar

e Chapter 7: Object reconstruction and identification efficies are presented.



2
e Chapter 8: High level analysis, which includes event s&actignal and background

modeling, as well as identification bfets which are critical to this search, are presented.
e Chapter 9: Systematic uncertainties are explained. Cexgisa limits on production of
the Higgs boson are presented.

e Chapter 10: A brief summary and the outlook for future Higgarshes are presented.



CHAPTER 2
THEORY

This chapter presents a concise theoretical overview ofuoderstanding of nature’s
fundamental constituents and their interactions whichram@rporated into a successful frame-
work called the Standard Model (SNI}-4 of elementary particle physics. Although very suc-
cessful in its prediction of experimentally observed faittstill remains an incomplete theory
of nature. One of the unresolved problems of the SM is tharoafimass of the fundamental
particles. The most popular theory to introduce the geieraif masses of the fundamental
particles is the Higgs mechanism, which is also discussesl haterested readers are directed
to the extensive literature availalle-7], which provide a rigorous exposition of the SM and

the Higgs mechanism.

2.1 The Standard Model of Elementary Particle Physics

At the turn of the20™" century two significant advancements in thewig/, Special Rel-
ativity and Quantum Mechanics, led to our increased unadedsng of the fundamentaton-
stituents of matter, which at that time was limited to thetpnog neutron and the electron to-
gether with the carrier of the electromagnetic force, thetph. The SM is a quantum field
theory since it incorporates quantum mechanics and theadpleeory of relativity.

The current knowledge of the fundamental building blocksnatter and their interac-
tions is more complete and integrated into the beautifuicstre of the SM. In the SM, all

matter is grouped into thrdamiliesor generationseach containing of two particles. All mat-

1A particle is said to be fundamental if it does not have a kneulpstructurei.e., it cannot be a bound state
of smaller constituents. For example the electron is a foragdal particle where as a proton is made up of quarks
and hence not fundamental.



4
ter particles are callefiermions they have half-integer spin (spin 1/2) and obey Fermi-Dira

statistics and the Pauli exclusion principle. The fermiaresdivided intoquarkswhich carry
fractional electric charget{1/3 e, or+2/3 e), orleptonsthat carry an integral electric charge
of =1 e or zero. Quarks have two distinct features that qualébtidistinguish them from lep-
tons: they have fractional electric charge and they interiacthe strong nuclear force which
binds quarks together inside nuclei.

Particle interactions are also described by the SM. Theeforesponsible for the inter-
actions are electromagnetic, weak and strong nucleardofagvity is not included in the SM
because of its weak strength compared to other forces. This 8¥heory of interacting fields.
Each particle in the SM can be thought of as a quantum e>aitat its field. Each separate
field then corresponds to a different particle type (or flavor

Our understanding currently includes the existence of iva$g/~Z particles, the carri-
ers of the weak nuclear force, eight flavors of gluons, theiateds of the strong nuclear force,
and the photon which mediates the electromagnetic forcey @re collectively referred to as
gauge bosonbecause they have integer spin and obey Bose-Einsteigt&tstiThe theory of
electromagnetic interactions is called Quantum Electyoddnics (QED) and that of strong in-
teractions is called Quantum Chromo-Dynamics (QCD). InSkke weak and electromagnetic

interactions are unified into a singiectroweaKEW) force, as described later in this chapter.

2.1.1 Particles

The lepton group contains both charged and neutral pasticléhe charged particles
include electronse), muons f;) and taus £). The neutral leptons (neutrino$)nclude the
electron neutrinoy,), the muon neutrina4,) and the tau neutrina/£). The quarks are spin 1/2
fermions that carry fractional electric charge as well aslar chargedescribed by QCD. The

six types of quarks angp, down, charm, strange, top and bottoflme properties of quarks and

2Meaning “the little neutral one”.



Table 2.1. The matter particles (fermions) of the SM aresilizsl into three families which are
shown color-coded here. The fermions can either be leptogsarks. Each of the fermions
has its own anti-particle (not shown here). Values for maiase adopted frorfg].

Leptons spin =1/2 Quarks spin =1/2
Mass Electric ~ Mass | Electric
Symbol | Name GeV/c? | Charge Symbol | Name GeV/c? | Charge
v, |oeconl s o u U 1 0003 | 42
neutrino quark 3
€ | electron| 0.000511 | -1 d | 9 o006 | 1!
quark 3
muon charm 2
vV, neutrino | < 0-0002 0 C quark 1.3 +3
[t | muon | 0.105 1 s |srange) g, !
quark 3
tau top 2
Vr | neutrino| <002 0 t quark 175 *3
T tau 1.7771 1 b |Poteml 43 !
quark 3

leptons are summarized in Table. 2.1. An interesting feadfiquarks and leptons is that there
are two of each kind in a family. In the table, fermions cop@wding to a particular species (or
family) are shown with the same color. Most of the mass oleskiw our universe consists of
elements whose nuclei contain protons and neutrons, whitlrin are made afip anddown
qguarks. Other types of quarks are created in high energyicasiys or particle accelerators.
They are generally unstable and decay into particles beigrig the first generation. For each
fermion there is an associated anti-matter particle witliclx the same properties, except it
is oppositely charged. The anti-leptons are the anti+@adr positronge™), anti-muon etc
The neutrinos are their own anti-particles since they havelactric charge. Similarly the
anti-quarks are the anti-up quark) @nti-down quarketc

Quarks cannot be observed in isolation, but only in assoaiatith other quarks (bound
states). It requires a large amount of energy to separaiguidrks from their bound state (for

example, in high energy hadron collisions). Immediatelofeing their separation, a series
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of new bound states of quarks and anti-quarks are produoedtfre available energy used in

separating them. Quarks also have two distinct bound stadinations, théaryonsand the
mesongvhich are collectively referred to démdrons Baryons are bound states of three quarks
(qqq). Examples of hadrons include protons:{) and neutronsudd). Mesons are bound
states of a quark and an anti-quagk)( Pions ¢*, 7°) and kaonsK°,K° and K*) are a few

examples of mesons.

2.1.2 Interactions

The four fundamental interactions in nature are electroratig, strong, weak nuclear
and gravitational. Due to the extremely weak strength ofjtiagitational force acting between
subatomic particles, it is ignored in the SM. In quantum figleory the particle interactions
are interpreted as the exchange of field particles. The phstihe field carrier of the electro-
magnetic interaction, which binds electrons to nuclei ona. The photon is also massless,
which implies that the distance scale at which electrom@gmeoperates is infinitely large.
The gluons are the carriers of the strong force which bindgtbtons and neutrons together in
a nucleus. ThéV andZ bosons are the carriers of the weak force responsible fivaetive
[ decay. Unlike the massless photon, theand Z are quite heavy. This implies that unlike

electromagnetism, the weak force will operate at relagigblort distance scales.

2.1.2.1 Electromagnetic Interactions

In the next two subsections, the important concepts pénaio electromagnetic inter-

actions in the framework of QED are briefly discussed.



e Gauge Invariance

The force carriers are naturally introduced into the SM muigng the Lagrangiahto
be invariant under certain symmetry transformations. @toansformations that vary in space
and time are calletbcal gauge transformation®8y forcing a Lagrangian that describes a free
particle to be invariant under a local group transformatibis necessary to introducegauge
field to maintain the invariance of the Lagrangian. These gautgsflead to spin 1 bosons,
which are the carriers of the fundamental interactions.

To illustrate the principle of gauge invariance, consider free Dirac fieldV = V(x)
andV¥ = U'4Y which is a quantum field whose quanta are the fermions. Toveré describes

spin 1/2 particles such as quarks and leptons. The Lagmrandihis field is given by

L Dirac = \I/(m“a“ —m)W, (2.1)

where~* are the 44 gamma matrices. A U(1) local gauge transformation of tha®field
is defined as an arbitrary change in the phase of the field &t paiot in space and time

independently as given by Eq. 2.2

U — U =@y (2.2)

T = e P

whered(z) is a function of space-time coordinates. Substituting Egirto Eq. 2.1 yields the
new Lagrangian of the form

/
‘CDirac - EDirac

= Lpirac — V7"0,0(z)¥ (2.3)

3The Lagrangian is an equation that describes the state abmafta dynamical system. It is equal to kinetic
energy (T) minus the potential energy (\)=T - V.
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To maintain the invariance of the Lagrangian a real gauge, fig], is introduced whose trans-

formation exactly cancels out the extra term in Eq. 2.3:
, 1
Ay — A=A, — gﬁuﬁ(x) (2.4)

Effectively, Eq. 2.4 implies that the Lagrangian stays t®e when the charged particle wave
function undergoes an arbitrary phase change accompayi@guitable change in the photon
field (which is the real gauge field introduced above). Irasace also leads to a conservation
law; in this case the electric charge and currents are coeder

For completeness, an invariant kinetic energy term for duege field is also added to

the Lagrangian of the form:
1
LEF = —1Fw " Fu = 0,4, — 0,4, (2.5)

By introducing the covariant derivativd), = 0, + ieA,, the resulting Lagrangian can be

written as:

- 1
»CQED = \I’(Z’}/uDu — m)\IJ — ZFHVF“V
- - 1
=V(iv'0, —m)V — eWy"WA, ——F, " (2.6)
N/

Interaction Term

The Lagrangian in Eq. 2.6 describes the interactions otreles and photons, which is QED.
By simply requiring the invariance of a free Dirac field undiid) unitary local gauge trans-

formation a free system changes into an interacting system.



e Renormalization

Another important feature of the QED is that it is said toreeormalizable For ex-
ample, we know that a free electron interacts with the EM flefdconstantly emitting and
reabsorbing virtual photons. No restriction is placed om tomentum (k) of these virtual
particles and their contribution to the mass and chargeeétéctron are of the fornfi dk/k
which becomes logarithmically divergent. But we know tha electron has a finite mass
from experiment. To remedy this, a procedure called rentzataon is introduced by defining
a new normalization of the electron mass and charge in tredselations. The new definitions
are replaced with their experimentally determined valwegield finite predictions for cross

sections when presented in terms of the physical quantitikesthe mass of the electron).

e Example of a QED Process

e e

Figure 2.1. Feynman diagram depicting the Coulomb scaggsrocess. Two electrons ap-
proach each other, one emits a photon and recoils while tiexr absorbs the emitted photon
and changes its motion.

Consider the Coulomb repulsion between two electrons. piusess can be described
in QED as the one in which the two charged particles exchangeoton. Mathematically
the SM equations couple the field of a gauge boson (a photonisnekample) with fields

of all the particles (two charged electrons in this case)citieel that particular force (the



10
electromagnetic force). Interactions between two pasitchus involve two couplings of the

particles to the gauge boson wherein the particles excrawngiial gauge boson. Itis depicted
by theFeynman diagranshown in Fig. 2.1. The solid lines represent the fermiondenthie
wavy line represents the virtual gauge boson. The arrowsatel time flow; the event on
the left precedes the one on the right. The fermion and badses meet at a vertex where
energy, momentum and charge are conserved. The strendit@ ioft¢éraction is represented by
«, which in the case of QED is the so-callede structure constanits value is given by Eq.
2.7. The coupling constamt is not exactly a constant, butranning constantvhich means

that it increases in value as the energy involved in the &ctéon increases.

a=_—~— (2.7)

2.1.2.2 Weak Interactions

Weak interactions occur among quarks and leptons and areteddby massivél” and
Z bosons. ThéV andZ bosons have experimentally determined masses,pf= 80.398+
0.025 GeV/c* andmy = 91.1875+ 0.0021 GeV/c?, respectively{10]. The quantum the-
ory that describes the weak interactions was first descrsbedessfully by Glashow, Salam
and Weinberg (GSW) in 1967-68. The GSW theory unified thetedetagnetic and weak in-
teractions into a single theory. The unified EM and weak @@ introduced by requiring
invariance undefU(2);, x U(1)y local gauge transformations. Local gauge invariance under
SU(2) group transformations requires the introductiorhoéé massless spin 1 gauge bosons
W+, W~ andW°. The conserved quantity is calleceak isospin The SU(2) group is then
combined with U(1) leading to the introduction of anotheinspgauge boso®’. This com-
bination leads to the conservation of tweak hyperchargehich is a combination of weak

isospin and electric charge. In order to account for the thaeoved bosonse., the photonA)
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andZ°, the weak eigenstatég® andB° are mixed. This leads to the orthogonal combinations

of photon andZ®

v = WVsin By + B cos Oy (2.8)

7% = WO cos Oy — B° sin Oy (2.9)

wherefy, is the weak mixing angle, the value of which is not specifiedhie theory. The
experimentally measured value ©fi* 0y, = 1 — m?,/m?% is 0.23244+ 0.0012. The gauge
bosons are all massless in order to maintain the invariditbe dagrangian. This is however at
odds with the experimental evidence of mas$ivend”Z bosons. The mechanism responsible
for the generation of masses of the fermions and the gaugmbaeghile preserving the gauge
invariance is the Higgs mechanism, which will be discussgdrl An example of a weak
interaction is the nucleaf-decay in which a neutron decays into a proton, an electrdrean

electron anti-neutringe., n — p + ¢~ + 7, which is illustrated in Fig. 2.2.

Figure 2.2. Feynman diagram showing the weak decay of thieareinto a proton.

2.1.2.3 Strong Interactions

Strong interactions occur among the quarks that make upatiehs. The mediators of

the strong froce are callegluons The quarks have an additional internal degree of freedom
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calledcolor charge Each quark can carry one of the three primary color changes,red,
green or blue (rglf) Its anti-quark carries the corresponding anti-catgh]. The force carriers
themselves can have a color charge. Gluons having cologehaplies that they can interact
among themselves, unlike the bosons of the weak and eleatnoetic forces which do not
self-interact. The color of the gluon is independent of thoxs of the interacting quarks.
Gluons carry a color and anti-color label such that the cel@onserved at each interaction.
For example, a red quark emits a red-anti-bitig ¢jluon and turns into a blue quark.

Since gluons have color and anti-color and there are thiiegapy colors, a total 082
= 9 color combinations are possible one of whiafi,{ gg + bb), is a colorless singlet. The
group that describes these interactions is the SU(3) grdtp.invariance under local gauge
transformations of this group leads to the existence oftajgluge bosons. The conserved

guantity is color charge.

e Asymptotic Freedom

The strength of the strong interaction is determined by theng coupling constant,
as, Which is a running constant similar to electromagneticptiolg constant. However, its
strength decreases as the interaction energy increasbghlenergy hadronic processes like
thepp collisions at the Fermilab Tevatron pp collisions at CERN LHC, where the energy of
interaction is large (or equivalently the distance scaladprobed is smaller than the size of
a nucleus), the constituent quarks inside the collidingdrasibehave as nearly free particles.
This behavior is called the asymptotic freedom. The intsvacan be described by QCD using
perturbative techniques much like those in QED. As the gnefgnteraction decreases (or
equivalently the distance between the quarks increasesgaupling strength becomes larger,
and in the typical case of a nucleon the coupling becomeg langugh so that perturbative

theory is no longer applicable.

4Color charges are quantum numbers with these labels.
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e Color Confinement

Asymptotic freedom ensures that quarks always appear indstates at distances larger
than the size of a nucleus. The coupling strength increasesignitude at a distance scales of
order the size of a nucleus and ensures that the quarks dirembmside of the hadron. The
confinement of quarks is such that the net color charge ofddeom is zero. This phenomenon
is called color confinement. From experimental observatiom know that all hadrons like
proton, neutron, kaons, pionsic, are color neutral and have integral electric charge. We
also know that these hadrons are combinations of quarksefdre, it can regarded that these
combinations of quark triplets or quark-anti-quark pags bound states, such that the color
charge of the combination exactly cancels and the fradtieletric charges add up to an

integral total charge.

e Parton Distribution Functions

The partons which constitute a hadron carry a fraction ofatal momentum as de-
scribed by Parton Distribution Functions (PDF’s). The POgive the probability of observing
a specific flavor parton with a given momentum fraction. PDdfis measured for different
hadrons and are parameterized as a function of fractiomtdrmparomentum, K), defined as
T = |Dparton|/|Phadron|- Protons are made up of three quarksd) which are known asa-
lencequarks. Other partons can be produced inside the protontaaiMjuark pairs. One can
imagine a sea of quark and anti-quark pairs being createdmamitiilated continuously. These
quarks are therefore callegaquarks. A collection of gluons holds all these quarks togeth
inside the proton. The PDF’s are measured for the valencekgjaad gluons from different

experiments. Refer to section 4.2.1 for more details.
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e Hadronization

HadronizatioRis the process by which quarks combine with other quarksrto feadrons.
Hadronization is a direct consequence of color confinem@atillustrate this, consider the

Feynman diagram in Fig. 2.3, which shows the collision of tvaalrons § andp) with suf-

anti-proton

proton

Figure 2.3. Feynman diagram depicting gieinteraction resulting in dijet production.

ficien® momentum transfer. The valence and sea quarks of the cglitadrons have their
momentum fractions described by the PDF's. The two incorpiagons fuse to create a vir-
tual gluon which then splits into a quark anti-quark pairexact nature of hadronization is
not fully understood. Several models exist, and one of theséels, the Lund String Model,
is explained in section 4.2.1. The process of hadronizaieults in get of colorless particles
which can be detected with a total momentum nearly equalaiodahthe initial parton.

Table. 2.2 summarizes the three interactions describedeo$M. If the strength of the
strong force is normalized to one, the EM force is a hundmeésiweaker and the weak force

is a million times weaker than the strong force.

SAlso referred as “fragmentation” in the literature.
80f the order of a few GeV.
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Table 2.2. Summary of the forces described by the SM indigatie force carrier, its mass
and electric charge. The form of potential term in the Lagran V(r), the relative strength of
the force and the group that describes the forces are alsenshbhe effective range of EM
interactions are infinite whereas the range of strong fasdanited to the size of a nucleon.
The range of weak force is about the size of an atom.

Force Boson Grou Mass  Electric V() Effective  Relative
P GeV/c>  Charge Range (m) Strength
strong gluon  SU(3) 0 0 r 10715 1
W:t 804 +1 e_MT —~12 -6
weak 70 SU(2) 912 0 . 10 10
EM  photon  U(1) 0 0 1/r 00 1072

2.2 Example of Spontaneously Broken Symmetry

The SU(2), x U(1)y local gauge invariance leads to the presence of masslegg gau
bosons in the EW theory. Experimental values of the mass#dsedt’ and Z gauge bosons
suggest otherwise. Their masses are significantly lax@&-90 times the mass of a proton,
which is not a small effect. The Higgs mechanifii—13 is one approach to remedy this
problem by introducing mass terms in the GSW and SU(3) Lagaas without violating local
gauge invariance. This mechanism rendersithand theZ bosons massive. It also generates
the masses of the fermions which couple to the Higgs field. mpt mathematical formal-
ism [5] is introduced in this section to illustrate this mechanisits. implementation in the
framework of the SM is considered in the subsequent section.

Consider the U(1) gauge invariant Lagrangi&nof a scalar fieldp given by Eqg. 2.10
The first two terms in Eqg. 2.10 are the kinetic energy termdanthie third is the potential term.

The effective vacuum potential is given by:

£=50u0)@"9) ~ V(9). 210)
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V(¢) is chosen such that it is an even function of the scalar figd,

V(o) =V(=¢) (2.11)

so that the Lagrangian is invariant under the parity trams&ion — —¢. The potential
is chosen so as to ensure bounded oscillations about theivestate and that the theory be

renormalizable. The simplest potential satisfying thesgiirements is given by 2.12
1 242 1 4
V(9) = 5u*¢" + Ao (2.12)

The lowest energy state of the system occurs at the mininteegidtential’(¢). The parame-
ter 4> can assume positive or negative values depending on whitimmim potential changes.

If the parametey:? is positive, then the minimum of the potential occurs for:

(9)o=0 (2.13)

The shape of the potenti&(¢) for this case is illustrated in Fig. 2.4(a) with the minimum
at (¢)o = 0. The original Lagrangian (Eq. 2.10) is unchanged for smattyrbations around
the minimum and the parity transformation is also maintéin€he theory described by this
Lagrangian is simply QED with a massless force carrier (@hpand a charged scalar fieid

with a mass:. Another interesting scenario is whehis negative. The minimum occurs at

(@)o = =4/ _|T“|2 = +o. (2.14)

The minima do not occur at = 0, rather at{¢), = +v. They are called the vacuum expecta-
tion values (VEV) and correspond to two degenerate vacuuou(gl) states. The shape of the

potential, shown in Fig. 2.4(b), is commonly referred toraxican haobr wine bottlepotential.
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A choice of either ground state leads to the breaking of tinensgtry of the Lagrangian in Eq.

V(@) V(9

2>0,A>0
" u2<0,A>0

() (b)

Figure 2.4. Scalar potentidl (¢) = Iu?¢* + 1|\|¢* with (@) x> > 0, A > 0 and
(b) 2 < 0, A > 0.

2.10. For example, consider the oscillations ab@yt = +v and transform the coordinates

such that
¢ =¢—w. (2.15)
In the transformed coordinates, we may rewrite the Lageangs:

14 13 2
£= 0@~ | (‘b st UZ)' (2:10)

402
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The global U(1) symmetry of the Lagrangian is no longer pnese by this transformation.

The vacuum state does not share the symmetry of the Lagraagdthe it is said to bgpon-

taneously brokenFor small oscillations (s.0) about the vacuum we can revizd. 2.16 as:

1

Loo = 5(0,0)(0°0) = 1°]6”, (2.17)

which is the Dirac Lagrangian for small oscillations of atfde of massn = /2|u2|.

2.3 Higgs Mechanism

In order to achieve the goal of generating masses folithand theZ bosons, while
keeping the photon massless, we require at least threeedegiréreedom for the scalar field.
Simultaneously we require that QED remain an exact symmétmg simplest choice would
be to select a complex SU(2) doublet of scalar fieldshich has two components;*, the
charged component andl, the neutral component:

¢+
o= Y, = +1. (2.18)

¢0
The simplest type of potential which is bounded, invariard &r which the theory is renor-
malizable can expressed as:

V(®) = 1*®'d 4+ \(dTD)2 (2.19)

A > 0 is required for the potential to be bounded, so that therst®xd state of minimum
energy. There are two cases of interggt,> 0 and;? < 0, which yield different shapes for

the potential as described in the previous sectionFet 0, the neutral componehtievelops
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Figure 2.5. The shape of the wine bottle potentiglp) = ;*>®Td + \(Td)?, with degenerate
minima.

a vacuum expectation value given by:

1 0

D)y = (0]P|0) = — =/ —. 2.20

@ =0 = 5 v=y (2.20)
The Abelian Higgs model of the previous section can be apgpbehe GSW Lagrangian in a
straightforward manner. The GSW model iS&(2),; x U(1)y gauge theory containing three
SU(2). gauge bosons (see section 2.1.2.2). which are Iabéfl@oﬁ:m,?), and onel/(1)y
gauge bosoms,,. The kinetic energy terms can be written as:
1
4
W,iy = 8VW,§' — 9, W+ geijngWf,

1 . .
Lrp=—7 W, W — 2B, B", (2.21)

B, =0,B,—-0,B,.

the charged component should remain unchanged to preserggmmetry of/ (1)grp-
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The Lagrangian for th&U (2), x U(1)y is therefore:

Ls=Lxrp— V(D)

1 4 v 1 v
= —ZWWW“ — ZBWBH — 12OTD — \(DTD)? (2.22)

= (D"®)(D,®) — *®'d — \(Td)?

_ G2 o 0
D,=0,— 15 Ta Wi — Z;BHY (2.23)

We can re-write the complex scalar SU(2) douldleds four scalar field8, ; 3(x) andH (x):

0y + 10 _ R 0
O(x) = ? ! = ¢Wa(@)m(@)/v (2.24)

T5(v+ H) — it 7+ H)

The next step is to perform a suitable gauge transformatiof® &y moving to the unitary

gauge:

4 N 1 0
B(z) — e @ @OP(g) = — (2.25)

V2 v+ H(x)

Expanding the termD*®)"(D,®) = |D,®)|? in the LagrangiarCs:

92 a .0 2
1D,@) = |(8 = i %7 W = ZEBMY><I>’
2
1 8# - %(92W3 _'_ngﬂ) —%(Wj - ZWi) 0

—L(WEiW2) 9+ L(g WP — g1B,) v+ H

1
G2(v+ H WL+ iWw?)? + St H)?(g2W? — g1 B,J%.  (2.26)
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Defining the new fields ij andZ, such that4,, is orthogonal taZ,, we get:

1 W3 — B W3+ g, B
Wt = ﬁ(wj w2, g, =L Iy P TS (2.27)
93 + 91 95 + 91

Substituting the new fields defined above into Eq. 2.26 andtiiyéeng the bilinear terms in the
fieldsW=, Z, A yields:

1 1
MWW= + §M§ZMZ“ + iMﬁAMA“

1 1
MW:§’U92, MZ:§U g3+gi, My=0. (2.28)

The W* and Z bosons have acquired masses, while the photon remainsesmsiVe say
that the EW symmetry is spontaneously brok8d/(2), x U(1)y — U(1)g) and the three
Goldstone bosons have been absorbed byltifeand Z bosons to form their longitudinal
components. Thé/(1) is still unbroken since the photon is massless. The renguifiétd

H(x) is the Higgs field. The Lagrangian for the Higgs field can betemias:

Lo = %@H)(aﬂﬂ) V(@)

1 A
= S(0,H)? = WPH? — \H® — T H (2.29)

The first term in Eq. 2.29 is the kinetic energy term. The sdcd@mm gives the mass of
the Higgs boson a8/ = 2\v? = —2u?. The third and fourth terms are the so-calkef
interactionterms which indicate the coupling of the Higgs boson toftsel

Generation of masses to fermions is achieved using the samplex scalar doubleb
with hyperchargey, = +1 and the isodoubled = i7®* with hypercharger;, = —1. The

Yukawa invariant Lagrangian is chosen for this exercise.uable gauge is chosen for the
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scalar field and the Lagrangian is expanded in terms of the. fiebr example, the electron

mass is obtained as follows:

Lrp=—-\LPer — \gQPdr — A\, Q Dup

1 0
= ——=Ac(¥, €L) er+ -

\/5 v+ H

_ _%w + H)eren (2.30)

e

The constant term in front @f. ey is identified as the mass of the electrop = )\—\/; Similarly
the other fermion masses are obtained. The masses of theveetak bosons and the fermions
are obtained as a result of their interaction with the Higgklfi The mass terms manifest
themselves by applying the spontaneous symmetry breakeuhamism and demanding that
the Lagrangian be invariant under a suitable unitary gatagestormation of the scalar field.
This process is known as the Higgs mechanism. Out of the fegregs of freedom for the
scalar field, three are absorbed by e and Z bosons which acquire mass, the fourth field
corresponds to the Higgs field with a massive scalar partinke Higgs boson, witi/y =

v/ —2u2. The vacuum expectation value) ©f the Higgs field is determined from muon decay

and is expressed in terms of the Fermi coupling constanas:

1

2.3.1 Phenomenology of the Higgs Boson

Through EW symmetry breaking and the Higgs mechanism th& weetor bosons and
the fermions acquire masses. The theoretical frameworkepted in the previous section
introduces a massive spin 0 scalar, the Higgs boson. Itseeexis is crucial to prove the validity

of the theory. The Higgs boson (henceforth referred to agghsli) has not yet been observed
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experimentally. Despite the prediction of such a partitie,theory does not provide a direct

estimate of its mass. There are a few theoretical conssraihich will be discussed briefly in

this section.

e Triviality

Assuming no new physics exists and the current EW theory effactive field theory
valid up to thecutoff or Planckenergy scale~< 10 GeV), we can set a bound on the Higgs
mass. Because of quantum corrections, the masses andgsuiplthe SM Lagrangian depend
on the energy scale. The Higgs boson couples to itself andfdhe coupling terms is a quartic
term (\*) which increases monotonically with the energy sdél¢ The quartic term varies
logarithmically with the energy square@?. The requirement that the quartic self-coupling
remain finite (non zero) at some cutoff energy leads to anmuppend on the Higgs mass
known as thériviality bound Otherwise, at this energy scale, the coupling becomessreaji
and vanishes rendering the theory trivied., non-interacting. From this triviality argument
the upper bound on the Higgs mass, assuming the cutoff szdle (\c ~ 10'°GeV), is

My <160 GeV.

e Vacuum Stability

The coupling\ can be small at a certain cutoff scale, at which stage theribatibn
from the Higgs coupling to the top quark can be dominant amddeceve it to a negative value
(A(Q?) < 0). This leads to a negative scalar potentia{()?) < V'(v), which in turn implies
an unstable vacuum or a potential energy not bounded froowbéh order to have a stable
vacuum the Higgs mass must be bounded from below. The lowandon the Higgs mass
with this argument, assuming a cutoff scale to be the EW wtifio scale {- ~ 103 GeV), is

M g > 70 GeV. The indirect limits from theory on the Higgs mass is showRim 2.6.
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Figure 2.6. The triviality upper bound and vacuum stabilitywer bound on the Higgs mass
as a function of the cut off energy scale, The colored/shaded bands indicate the impact of
uncertainties. Plot adopted froj9.

e Electroweak Precision Measurements
The LEP EW working groupl0] has combined the experimental data from several pre-
cision EW measurements of SM parameters. These measugearergensitive to the Higgs

mass. Through direct searches for the Higgs boson, the LB€riexent has set a 95% con-

fidence level (CL) limit on the Higgs massuy > 114.4 GeV @ 95% CL. This exclusion

region is shown as the yellow band in Fig. 2.7(a), which isa pf the goodness of fit to EW
data compared to theomyx* = x* —x2,..., as a function of the unknown Higgs masg;. The
blue band indicates the theoretical uncertainty and thid btack line indicates the begty?.
These constraints yield a Higgs masg6f;: GeV @ 68% CL and< 144 GeV @ 95% CL.
Higgs boson couples to the heaviest quam, the top quark and th&” boson. For
example, the mass &¥ is sensitive to the mass of the top quark and that of the Higgs
through higher order loop corrections. THé" mass corrections have a logarithmic depen-
dence on the Higgs mass and a quadratic dependence on theddpmass. This dependence
can be used to set experimental constraints on the Higgs asasisown in Fig. 2.7(b). The

red(blue) contour is a 68% CL interval in which thé and top masses are expected to lie from
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Figure 2.7. (a) The goodness of fit of EW precision variabtesgared to their experimental
values,Ay?, is plotted as a function of the Higgs mass. The yellow baniicates the LEP
excluded region based on experimental search. (b) Higler dwop corrections to the masses

of the top quark and th& boson are sensitive to the Higgs mass, which enables us to set
indirect constraints on its mass. Plots adapted ffboh

the combined LEP1 and the SLD data (LEP2 and Tevatron dalt&) giieen band indicates the
functional dependence 67 and top masses for a fixed value of Higgs mass. A hedvVier
mass is measured using the latest Tevatron data which sedawet (unfavorably to the LEP

exclusion limit) a Higgs mass lighter than 114.4 GeV.

2.3.2 W H Associated Production at the Tevatron

Figure 2.8(a) shows different ways to produce a SM Higgs be@sdhe Fermilab Teva-
tron collider. The gluon fusion channel — H), is the dominant production mechanism
followed by thehiggsstrahlungorocess in which a quark and anti-quark pair from the collid-
ing hadrons fuse to create a virtual EW bos®¥* or Z) which in turn decays into a real
EW boson and a Higgs boson. This production channel is cortymeferred to agssociated

production.
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Figure 2.8. Dominant (a) production channels and (b) briawgctatios for the Higgs boson at
the Tevatron withpp collisions at,/s = 2 TeV.

Although the gluon fusion channel has a high production, rites overwhelmed by
QCD dijet/multijet processes which reduce the discrimorapower for discovering a rela-
tively small Higgs signal. However, associated productitbannels provide a better sepa-
ration of Higgs from QCD multijet and other SM backgroundscs the leptonic decay of
the associated vector bosons can be exploited to betterelitiate the signal. A light Higgs
(my < 135 GeV/c?) primarily decays into @-quark and its anti-quark since it couples to
quarks, and-quarks are the heaviest particles kinematically allowetblw 135 GeV /2.
Other decay channels with a Higgs decaying into a virtual EMon become dominant as

the Higgs mass increases. Various branching ratios arerstmoliig. 2.8(b).

2.3.3 Higgs Sensitivity Studies

In August 2003, the Tevatron Higgs working group conductedaalysis with~500
pb~! of data to estimate the discovery potential for the SM Higgsdm[14]. The summary
plot from this study is shown in Fig. 2.9. The plot shows thejgcted upper limits on the
production cross section of the Higgs as a function of irgegt luminosity acquired per ex-
periment for the mass region 15 my < 200 GeV/c?>. The shaded region below 114.4

GeV/c? is excluded by the LEP experiments.
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Figure 2.9. Integrated luminosity per experiment requattthe Tevatron to discover the Higgs
boson is shown as a function of the Higgs mass. The proje&#©L, 3r and % limits are
shown. The shaded region is excluded by LEP experimentsaBtipted fron14).

The Tevatron is expected to acquire a totakaf fb—! of data per experiment by the
year 2009. If no Higgs signal is observed the 95% CL lowertliom the SM Higgs mass is
projected to beny > 138 GeV/c?. If there is evidence of a signal at the &vel, then the
Higgs mass is expected to bey < 129 GeV/c?, and for a & discovery it is necessary that
my < 117 GeV/c?. This study provides a benchmark for the future Higgs siityit As
of August 2007, the integrated luminosity recorded by the &@eriment is~ 3 fb=*. The
results presented in this analysis are combined with otMehi§gs searches from D@ and
combined with the results from CDF experimégh§| to obtain a combined exclusion limit,

which will be presented in the final chapter.



CHAPTER 3
EXPERIMENTAL APPARATUS

An overview of the Fermilab Tevatron particle acceleratorthe collider) and the D@
detector is presented in this chapter. Both the Tevatroldeoland the D@ detector have
undergone several upgrades since they began operatirdgshgption given here corresponds
to their current state. The Tevatron collider started itsrapon in 1983, and the first collisions
were observed and recorded in 1985 with a center-of-maksionlenergy,/s = 1.8 TeV [16].
This remarkable epoch (also called Run 1) lasted for tensyaad led to the discovery of the
top quark in 1995417,1§.

The goal of Run Il is to deliver about 100 times the number dlisions to the experi-
ments by the year 2009 with at a slightly higher enekdy,= 1.96TeV. In addition, upgrades
to the detectors to enhance their capabilities make Fdonailanique place for high energy
physics research. The data analyzed in this study was red¢anith the D@ detector dur-
ing the Run IIA phase of operation at the Tevatron, startiegnfMarch 2002 and ending in

February 2006. The Tevatron is currently the highest enacgglerator in the world.

3.1 The Fermilab Chain of Accelerators

The Fermilab chain of accelerators are used to acceleratasef protonsy) and anti-
protons ) close to the speed of light and collide them head on. Thetirgf these accelera-
tors is the Tevatron synchrotron, which has a circumferei&283 m (about four miles) and
uses about 1000 superconducting magnets. Stochastiegdetthnologies are employed to
accelerate and store 980 GeV protons and anti-protonsitbatate in opposite directions, and

steer them to a head on collision at two interaction pointsusithe Tevatron serves the dual

28
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Figure 3.1. Schematic diagram of Tevatron Accelerator Aerguring its Run IIA phase (not
to scale). Plot adopted frofd9].

purposes of a storage ring and a synchrotron. The D@ and tiredéi2ctors surround the two
interaction points to record the collisions. A general latyof the Fermilab Accelerator Com-
plex is shown in Fig. 3.1. The Tevatron itself is the last pieta series of accelerating stages
that are essential for the successful operation of the Faoniccelerator Complex. More in-
formation and technical details of this complex can be four|@0, 2. A brief description of

their operation is given below.

e lon Source and Pre-Accelerator
Negatively ionized hydrogen gasi/(") is produced using a magnetron surface plasma
source[22] and accelerated to a beam energy ofké®. A schematic of the apparatus is

shown in Fig. 3.2.
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Figure 3.2. Schematic diagram of magnetron surface plasorae{23)].

The magnetron source consists of an oval shaped cathodeisdad by an anode. They
are separated by a small gapl( mm) where an electric field is applied as shown in the
schematic. A uniform magnetic field is also applied throuigé apparatus. Hydrogen gas
(H,) is introduced into the gap at low pressure. The electroastipped off hydrogen atoms
by the presence of the electric and magnetic fields. Therelesspiral around in the gap, fill-
ing it with a dense plasma of ions and electrons. The po§jtsiegarged hydrogen ions strike
the cathode and occasionally collect two extra electrofetmme negatively charged hydro-
gen ions {~). This process attains 10% efficiency when the cathode ciifacoated with
a cesium vapor 0.6 mono-layers thick. The negative ionsxraaed from the aperture and
accelerated to 18 keV through the extractor plate.

The Cockroft-Walton accelerator is a solid state devicedkaerates high voltage using
a voltage multiplier circuit. Fermilab uses a “dual leg fitage” Cockroft-Walton device to

yield a factor of ten increase in the output voltage. Using dlevice the/ — ions pick up 750
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Figure 3.3. Schematic diagram of a typical Cockroft-Wal@eneratof24]. The filled lines
indicate a voltage multiplier circuit consisting of two gés of diodes. Each stage doubles the
output voltage. The dotted lines indicate the addition cd@osd leg to stabilize the circuit by
reducing ripple. A total of five stages in the Fermilab Coékkvalton generator yields a ten
fold increase in the output voltage.

keV of energy. After being accelerated to 750 keV the bearhas transferred to the next
stage of acceleration in thi@ac. The hydrogen ion source, the Cockroft-Walton generator, a
electrostatic accelerating column and a transport lineithects the beam into the linac are

collectively referred to as there-accelerator

e The Linac

The Fermilab LINear ACcelerator (linac) accelerates fhieions from 750 keV to 400
MeV in two stages. The Alvarez-type drift tube linac is ab@8tm long and accelerates the
ions in five electrically resonant cylindrical tanks. Eaeldip frequency (RF) tank consists of
many drift tubes that are suspended in the center along tiseothe tank. Each drift tube

has a bore hole through which the ion beam passes. The RF (@skscalled RF resonant
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Figure 3.4. Top view of a simple Alvarez-type drift tube Linshowing the RF Tank, the drift
tubes and particle bunches filling each RF budRé}.

cavities) resonate at high frequency (201.25 MHz), causiegons to attain 116 an energy of
MeV.

The side-coupled cavity linac is similar to the Alvarezaygirift tube linac except that
its tubes are designed differently, thereby enabling itgerate with higher efficiency. This
portion of the linac is 67 m long with seven cavities opert a resonant frequency of 805
MHz. The hydrogen ions attain an energy of 400 MeV at thisestabhe linac also makes
bunches of hydrogen ions (as opposed to a continuous beatm)pwises of 201.25 MHz

frequency before it is transferred to the Booster.

e The Booster

Before entering the Booster accelerator, bunchd$ ofare passed through a Debuncher
which reduces the momentum spread of the bunches in the b&aembunch length at this
stage is approximately 8 mm. The bunches are then strippttemfelectrons by forcing the
beam through a carbon foil, leaving only the protons.

The Booster is a 75.47 m radius synchrotron ring and is thiesfirechrotron in the chain
of accelerators. It accelerates the bunches of protons #@MeV to 8 GeV through RF

cavities and alternating gradient magng8, 25. The proton bunches are kept in orbit by
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these magnets while the RF is varied from 37.77 MHz at inpecto 52.81 MHz when they

acquire a kinetic energy of@eV.

e The Main Injector
The Main Injector is a larger synchrotron with a circumfererof approximately two

miles[26]. Proton bunches are accelerated from 8 GeV up to 150 GeV tigrgame principle
as the booster with RF cavities and gradient magnets. Therpb@am at 150 GeV is transfered
to the Tevatron accelerator. Proton bunches are are alssféraed to the anti-proton source
when they reach 12Q.eV. The Main Injector replaced the Main Ring from the Run | era in
order to deliver higher luminosity beams to various Run ysibs programs. The use of the
Main Injector in place of the Main Ring offers several bersefit

a. Increase in proton intensity frob x 10**/hour to12 x 10**/hour.

b. Increase in total number of protons injected to the Tevatip to6 x 10'3.

c. Acceleration of anti-protons in stacks®f 102 for injection into the Tevatron.

e The Anti-Proton Source

The proton bunches from the Main Injector are used to makepaottons. This process
is very cumbersome compared to the production of protons.difficulty arises due to the fact
that a million protons are required to produce about 15 artions. The production of anti-
protons is a limiting factor in achieving higher luminosti at the Tevatron. The anti-proton
source is a facility that includes the Debuncher and the Audator rings, along with a Target
Station consisting of a nickel target onto which the protimsches are focusd7.

The proton bunch from the Main Injector is a stackof 10'? protons with 120 GeV of
energy. This beam of protons is diverted to the Target Statioere it is brought to focus into

the small area of the nickel target using a series of quadieupagnets. These protons undergo

ILuminosity is defined in section 3.2.
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Figure 3.5. Diagram depicting the operation of the lithisnd used to collect the anti-protons

[27].

Secondaries

collisions with the nickel nuclei, disintegrate and progacshower of secondary particles. This
shower of particles is further focused using a lithium lesisd called the “collection lens”).
Negatively charged particles from the secondary beam draat&d using dipole magnets and
the remainder of the particles are absorbed at a beam dumipgfadh depicting this operation

is shown in Fig. 3.5.

e The Debuncher and Accumulator

The anti-protons have 8 GeV of energy with significant spiedte range of particles’
momenta when they enter the Debuncher. One of the tasks &febencher is to remove the
bunch structure remnant from the proton bunches introdbgetie Main Injector. It accepts
the anti-protons generated from the target and reducesnttwenentum spread through a pro-
cess callecddiabatic debunchingThe randomness of the momenta of the anti-protons is best
described by its temperature; hence shachastic coolingprocess reduces the temperature of
the beam to maintain its homogeneity on a particle-by-glartvasis. Stochastic cooling also
reduces the phase space occupied by the beam and aids mtfititoeam through the small
aperture of the Accumulator.

The Accumulator synchrotron is used to collect large a gtyaot anti-protons before
injection into the Main Injector. The Accumulator also dessa bunch structure of anti-protons

that coincides with the bunch structure of protons in therMajector. The anti-protons are
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then injected into the Main Injector and ramped up to t&¥. Accumulation of anti-protons

takes a significant amount of time (102 in a few hours).

e The Tevatron

The Tevatron is the last of the accelerating synchrotrohgcdepts protons and anti-
protons from the Main Injector at 150 GeV and accelerates timeopposite directions to 980
GeV each. Allits magnetsge., 774 dipoles, 216 quadrupoles and correction magnetsdirat f
the lattice of its structure, are superconducting and an&eddy liquid helium to a temperature
of 4.6 K. It has a radius of 1 km and is situate@5 cm below the Main Ring within the same
tunnel enclosure. Its RF system operatés3 MHz. The Tevatron keeps beams of protons
and anti-protons orbiting in opposite directions inside & agnetic field provided by the
dipoles. The beams are focused further near the interaegans (where the collisions occur
and the detectors are located) using quadrupole focusigets This focusing results in
increased luminosity. The shape of the interaction regias d 3-d Gaussian profile with a
width, o, of about 30 cm along the beam axis, théirection, and 3Qum in the transversex
andy, directions. The available energy in the center-of-mam®i&,,/s = 2 x 980GeV = 1.96
TeV. The beams consist of 36 bunches (each) of protons and l@ttiRs traveling in opposite
directions with a bunch spacing of 396 ns (2.5 MHz crossirig)raSome bunch crossing
intervals are intentionally left empty to bring stabilitythe beam and for calibration purposes.
When the beams cross, the beam hadéwe removed by a process calkmtaping using devices
called collimators. Astoreis the amount of time during which the collisions are recdrig
the detectors, and typically lasts for about a day (24 hoursg luminosity of the beams fall
exponentially with time and are eventually dumped. On rareasions a malfunctiGrmay

result in loss of beam; when this occurs the Tevatron is selihvequenched2§].

2Protons and anti-protons in irregular orbits far from tharbesenter.
3The cryogenic magnet goes from a superconductive tempertatmormal.
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3.2 Cross section and Luminosity

Cross sectiong, is a frequently used term in particle physics. In moderniglarex-
periments, the particles that are typically collided havel effective interacting areas. It is
intuitive to relate cross section to a geometrical area tiisase for classical elastic collisions
between two objects. These experiments often look for naregssesd.g, the production of a
Higgs boson). The rate of production is expressed as a cecsiss. The unit of cross section
is a “barn” (1 barn= 10~2* cm?), which is a large unit for expressing the cross section i&f ra
physical processes. Hence the units used to express thesgoions are pico barn (pb or
102 barn) or femto barn (fb ot0~'® barn). Although it is analogus to a geometrical area,
the cross section is merely a measure of the (quantum meettgimteraction probability per
unit flux, unlike elastic collisions in classical mechanics

In collider experiments like the CDF and D@ the flux is the sind amount of particles
in the colliding beams and is referred tolaminosity(£). Luminosity depends on the beam
characteristicgiz., number of particles in each colliding beam, the number otthes and the
transverse size of these bunches. Equation 3.1 is the expme®r the Tevatron luminosity,

expressed in units afn—2s~! [29].

JBN, Ny F(‘”) (3.1)

- 2n(02 4 02) G+

ﬂ*



37
where;

f = revolution frequency
B = number of bunches
N, = number of protons or anti-protons
o = gaussian width of the proton or anti-proton beam

F <%> = form factor
/6*
The rate of occurrencéR() of a particular physical process is proportional to thessreection

for that process and the luminosity. It can be written as inEA2:
R=0c-L. (3.2)

For a given process, the cross section is a constant butrmadsgity changes over time. It is
useful to define the number of occurren¢@g) of a process over a fixed period of time. As
shown in Eg. 3.3, this can be achieved by definmggrated Luminositywhich is the integral

of the luminosity over a given time interval().

to+At
N=o¢ / L dt (3.3)

to

For example, if the process has a cross section of 0.01 pbxpiscted to occur 10 times
during the delivery of 1000 pH integrated luminosity. The Tevatron delivered 1.6 flof
data during the period, April 2002 to April 2006. The dataoreled by the D@ experiment
during this period was 1.3 fd. The results presented in this thesis correspond to the IRun |

dataset which is about 1.1 fhof recorded D@ data (see Fig. 3.6).
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Figure 3.6. Integrated luminosity delivered to (and reedrtly) the D@ experiment between
April 2002 and April 2006.

3.3 Upgraded D@ Run Il Detector

The D@ detector is a complex apparatus composed of sevédraletector components
housed in a 200@n? collision vault centered at the D@ interaction point of tlevdtron ring.
The D@ detector is a massive structure with nearly 5000 ténke®@ctor material and about
a million readout channels to record the interactions. ftawnds the interaction point and is
designed to accurately identify, measure and record theepties of the particles emanating
from the proton anti-protorpp) collisions. The innermost layers surrounding the beane pip
at the interaction point are the tracking chambers, whidtigely record the paths taken by
the charged particles. Surrounding the tracking systeimeis€alorimeter, which measures the
energy of electromagnetic (EM) and the hadronic particlége muon chambers measure the
momenta of muons that make it through the calorimeter Iggaismall amount of energy, and

pass through the thick iron toroid magnets. A diagram of t@edatector is shown in Fig. 3.7.
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Figure 3.7. Side view of the upgraded D@ Run Il Detector shgwie sub-systeni80.

3.4 Coordinate System and Kinematic Quantities

The D@ detector employs a right-handed coordinate systeémitsiorigin at the center
of the detector. It has cylindrical symmetry about the beais, ashereas the particle collisions
exhibit spherical symmetry (in their rest frame) about tloenmal interaction point. This
motivates the choice of a combination of cylindrical andespdal coordinates:( 0, ¢). Figure
3.8 shows the coordinate system used at D@. The polar dngldefined such that = 0 lies
along the beam pipe in the:#irection, whiled = 7/2 is perpendicular to the beam pipe. The
azimuthal angle is defined such that = 0 points away from the center of the Tevatron ring
(this direction is also the positive-axis). The upward directiomy = 7/2, defines the positive
y-axis.

It is necessary to define a kinematic variable catbguldity (v) to be used in place of the
polar angle. The number\, or multiplicity) of particles produced in a given range apird-
ity i.e,, dN/dy is invariant under relativistic Lorentz transformatidros) along thez-axis,

provided the particles’ energies are sufficiently large pared to their masses. The colliding



40

= +x (East)

+z (South)

Arotons

Figure 3.8. Diagram showing the coordinate system at DJ .

beams have almost negligible net boost in the transversetiin (y-plane). Therefore it

is suitable to describe the kinematic properties of pasicesulting from the collision in the
laboratory frame reference. However, this is not the cas¢hi® z-axis, where the particles
in the beam may experience a net boost. The interactionstaygigal phenomena occur in a
dynamical frame which is adjusted for each collisiengn}. The nominal interaction point or
the origin (also called thprimary verte) does not coincide with the geometrical center of the

detector. Rapidity is defined as

y:%ln <E+pz) (3.4)
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wherep. is the particle’s momentum along theaxis andE is its energy. Althoughy is

useful, the quantity that is most often utilizedgseudorapidity(n, also called the physics

pseudorapidity) which is defined as:

n= lim y (3.5)

n = —Intan (g)

= tanh ™ (cos 0)

Pseudorapidity approximates the true rapidity when thesroéshe particle is much smaller
than its energy. In ap experiment like DQ, the beam dimensions in the transversetibn

are negligible compared to theaxis, where the beam is much wider due to the longitudinal
bunch length of the protons and anti-protons (refer to eac®.1). As a result of this beam
structure, another variable called tthetector pseudorapiditfy)p) is computed with respect to
an interaction point centered exactlyzat 0 (as opposed to the real interaction point which
has a 3-d Gaussian distribution around 0). Detector pseudorapidity may be different from
pseudorapiditys # np). The physics pseudorapidity of a particle is determined,lwyhich is
measured from the interaction point or the primary vertergigq. 3.5. Solid angles are often

measured in terms of the quantiyz, which is defined as:

AR = /AR 1 Aj2. (3.6)

AR is approximately invariant under boosts in thdirection.

Since the parton-parton collisions do not occur at fixédand a significant fraction of
the energy escapes the detector as the nucleon remnanti esray down the uninstrumented
beam pipe, the longitudinal boost of hard scatter partisleficult to measure. There is also

the possibility of more than one interaction occurring feery bunch crossing. However,
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these particles can be still be studied by applying consiervaf energy and momentum in

the transverse plane. Before the collision occurs the vease energy of the system is zero.
After the hard scatter the transverse energy of the nuclgaian and anti-proton) remnants
is negligible, facilitating the study of the hard scattertjgtes in this plane. Several variables
are defined to study the hard scatter particles in the trassygane. Some of the particles
(e.g, neutrinos) escape detection and the energy carried awtdnebymanifests itself as a net
imbalance in the energy when conservation of energy is egph the transverse plane. This

is called missing transverse energy.

3.5 Inner Tracking System

The entire tracking system (see Fig. 3.9) in Run Il is new anthé closest system
to surround the beam pipe. It is composed of two sub-detecimponentsyiz., the Silicon
Mictostrip Tracker (SMT) and the Central Fiber Tracker (§FIne standard method for mea-
suring the momentum of a charged particle is to determinetineature of its trajectory in a
magnetic field. The superconducting solenoid that surretimel tracking system is 2.7 m long
and provides a uniform magnetic field of strength 2 T insidetthcking volum¢g31, 37. It
has two layers of superconducting coils which store 5 MJ efgyn Charged particle paths are
bent such that the curvature of their trajectories are selgrproportional to their momenta.
Precise measurement of a charged particle’s momentum assvéie sign of its electrical

charge is possible by using the information from the traglapstem.

3.5.1 Silicon Microstrip Tracker (SMT)
The demand for precise measurement of tracks prompted #igndef a silicon detec-
tor for the Run Il D@ detector. Its purpose is to provide a vgopd momentum resolution

for tracks and good vertex reconstruction. Being the highesolution sub-detector compo-



43

Intercryostat
Detector

Cemral Fiber Tracker
Central Calorimeter

Forward
Preshower
Detector

Level 0

\ I "

Figure 3.9. Run Il tracking system at Di@0].

nent and closest to the interaction region, the SMT provede=llent vertexing and impact
parameter capability. Some of the requirements of the SMT ar
e Three dimensional track reconstruction capability widngverse impact parameter res-
olution better than 3@m and a good vertex resolution in the longitudinal direction
e Radiation hard detector which can withstand the increasednlosity environment of
Run Il.
e Fast readout system that can be operated at 2.5 MHz bundirgyaate.
The SMT meets all the above requirements. It is composed gbadchsystem: barrel (strips
running parallel to the beam direction) and disk (stripgppeadicular to the beam direction)
geometry detecto83] which form the innermost layers of the D@ detectgn(r < 10 cm) as
shown in Fig. 3.10. The largedistribution of thepp interaction regiond4., ~ 30 cm) provides
a motivation for the above detector geometry. The SMT prewigood tracking coverage for

large pseudorapidity regions (up fi@,| = 3). It has approximately 793,000 readout channels
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Figure 3.10. Schematic diagram of the D@ Run Il Silicon Mstrip Tracker detector.

and provides a spatial resolution of Lth in ther¢ plane and 10@m in therz plane. There are
a total of 16 disks (12 F-disks and 4 H-disks) of silicon wafttrat provide a good track pattern
recognition capability. The tracks for larggeparticles are reconstructed in three dimensions

primarily by the disks, while particles at smalare detected primarily by the barrels.

3.5.2 Central Fiber Tracker (CFT)

The scintillating Central Fiber Tracker (CFJ34] surrounds the SMT detector and ex-
tends the effective tracking volume fig,| < 2. The combined hit information from CFT and
SMT improves the overall momentum resolution. The desinggkict parameter resolution is
not achievable by either detector alone. Another usefulfeaof the CFT is that it provides
triggering' capability for tracks. It consists of eight layers of conciencarbon fiber bar-
rels. Enclosed in each layer are double-layers of scititilefibers. Each barrel supports the
axial fibers which are oriented parallel to the beam line. ®tdé numbered barrels (moving
radially outward) hold an additional doublet offset (alsdled theu andv stereo layers) at al-

ternating angles of-3°. The axial fibers provideé measurements at a given radius, and when

4Explained in section 3.9.



45

a-) CENTRAL CALORIMETER CRYOSTAT WALL 9 b)

MAGNIFIED  +y

[ eod] END-VIEW 4

SOLENOID

CFT

I

i
evero [ wherei, j=1,..8
iz]j

Figure 3.11. Schematic diagram of a quadrant of the D@ Rueiitkal Fiber Tracker showing
the eight scintillating layers enclosed inside the solén®he SMT along with the central and
forward Preshower Detectors are also shown.

il

combined with the stereo layers provide a measurement al@xgs. In all, the CFT contains
76,800 readout channels and extends in radial coverageZfoom to 50 cm. The transverse
momentum of tracks (tracky) is measured well in the CFT. Each ionizing particle prodguce
approximately ten photons in each fiber, which are colleatesignal (or a hit) using a Visbile
Light Photon Counter (VLPC) that converts photons into a&cteical pulse. The position reso-
lution provided by the CFT is of order 100m along the:-axis corresponding to@resolution

of 2 x 10~* rad.

3.5.3 Preshower Detectors

The Preshower detectors play an important role in improtegenergy measurement
of electromagnetic particles such as electons and photatheicalorimeter, and are also sen-
sitive enough to aid in tracking measurements. There arg@teshower detectors: the Central
Preshower (CPS) coveringp| < 1.2, and the Forward Preshower (FPS) covering the region
1.4< |np| < 2.5, as shown in Fig. 3.9 and 3.11. The Run | D@ calorimeterdmadxcellent
energy resolution. For Run Il the design was altered by ptathe solenoid magnet inside the
calorimeter. The solenoid material can interact with gt resulting from the collision, caus-

ing them to shower ahead of the calorimeter, thereby deggale energy resolution. The CPS
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is a scintillating detector placed just outside the tragkinlume, sandwiched in a 5 cm radial

space between the solenoidal magnet and the central caterimryosta{35, 3§. The CPS
is designed to recover the energy resolution by samplingtieegy of the particles that have
passed through the solenoid, which is a dense un-instr@deagion two radiation lengths

thick at normal incidence.

3.5.3.1 Central Preshower

The CPS is cylindrical and consists of lead radiator twoatain lengths thick followed
by three layers of scintillating strips with triangular sgosection. The innermost layer is ar-
ranged axially (parallel to the beam), while the two outgela are arranged at stereo angles of
+23°. The scintillator strip has a hole in the center where wawgle shifting fibers transmit
the signal to clear wave guides. The wave guides carry theabktg VLPC cassettes, similar
to those in the CFT. The lead radiator serves to initiate eomaelectromagnetic shower for
electrons and photons, thereby providing early energy 8agipThe hits in the stereo lay-
ers provide precision position measurements to improvepagal resolution. Thus the CPS

serves its dual purpose of a tracker and a sampling calammet

3.5.3.2 Forward Preshower

There are two FPS detectors located in the forward regiams ¢ach on the south and
north sides) as indicated in Fig. 3.9. They are very simiathie CPS in their design and
purpose. The FPS detectors contain an absorber matead) {f@o radiation lengths thick.
The lead is sandwiched between two layers of scintillatirgemal. Each scintillating layer is
made of two fibers arranged inuav geometry at-23° stereo angle. Unlike the CPS, there are

no axial layers. The layers closest to the interaction peipstream) detect minimum ionizing
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particles and are called MIP-layers, while the two layeis #re behind the lead absorber

material are called shower-layers.

3.6 Calorimeter System
3.6.1 Energy Measurement
The role of calorimeter system at D@ is to detect and meaberernergy and shape of

electromagnetic (EM) and hadronic (HD) showers inititddggbarticles such as electrons, pho-
tons and jets. The particles are made to pass through largerasof dense material, thereby
inducing them to create secondary showers. The energy ishbwers is them sampled at
many points. By measuring the total visible energy depasith the event and using momen-
tum conservation in the transverse plane, the calorimeteiiges a means of measuring the
missing energy due to the undetected particles like neagriffhe calorimeter is constructed
from alternating layers of heavy absorber plates and aadiveation layers. The EM and HD
showers are reconstructed from their characteristic gnahe layers of the calorimeter. EM
objects interact with materials primarily via the followjiprocesses:

e Pair production{ — ete™)

e Bremsstrahlunge(— ev)
For each successive interaction the number of secondatiglparincreases while the aver-
age energy per particle decreases. Information about tgewf the original EM object is
obtained by samping and measuring the secondary partiCles.energy of the original EM

particle is expected to drop exponentially according t03d:

E(zx) = Eye~%/%o (3.7)
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where E, is the initial energy of the particle (before its interaatiith the detector)x is the

distance traveled in the detector aid is the radiation length of the material through which
the particle passes.

HD objects interact primarily via the strong nuclear foraéwhe nuclei of the materials
through which they pass. As in EM showers, hadrons also pedacondary particles; most
of them are neutral and charged pion$ (7*). Neutral pions interact electromagnetically via
the process” — ~+, and charged pions undergo strong nuclear interactionddyze more
secondary patrticles in the showering process. Hadronwestsodevelop over longer distances
and also are larger in their transverse profile. The radidegogth of uranium is about 3.2
mm. Analogous to it, the nuclear interaction lengih)(is defined for such interactions, and
is about 10.5 cm. As an eample, if a calorimeter has a thickakseven nuclear absorption
lengths {\o), then a photon has a probability bfe” of not interacting when it traverses the

calorimeter.

3.6.2 Calorimeter Performance

The development of showers in the calorimeter is sampledhgaactive ionization
medium. Hence the term “sampling” calorimeter. The enerfiyhe original particle (E)
that initiated the shower is directly proportional to théatesampled energy (as in Eq. 3.8),

indicating that the response is linear.

N
Ex) E (3.8)
i=1

where i=1..N are the different sampling layers afg is the energy measured in each layer.
By “compensating” it is meant that the ratio of the electrgmetic to the hadronic response

(e/h) of the calorimeter is close to one.
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Figure 3.12. Schematic diagram of D@ Run II Calorimeter shgwhe central and two end
sections. All three sections are further divided into a firslgmented electromagnetic section
and the fine and coarse hadronic sections.

3.6.3 DY Calorimeters

Figure 3.12 shows an overview of the Run Il D@ calorimeteteys It is acompen-
sating, samplingalorimeter with fine segmentati¢®7]. The primary ionization medium (the
active medium) is liquid argon (LAr), and the passive medimmnabsorber is depleted Ura-
nium, ¢*3U) and stainless steel/copper plates. It is divided intoettmigostats inside which
the central calorimeter (CC) and two end calorimeters (E€)rmused. The calorimeter
is segmented in the longitudinal and transverse showectdires, thereby enabling measure-
ments of the shape of the shower development and the dineatithe incident particles. A
guadrant of the cross-sectional view of the calorimeteh@as in Fig. 3.14. The CC spans
a region in rapidity ofnp| < 1.1 while the EC’s extend the forward pseudorapidity region to
1.5 < |np| < 4.2. The longitudinal depth of the CC is about seven absorpgagths and the
EC'’s, nine absorption lengths. Each calorimeter is subddivinto three sections consisting of
different absorber materials and their thickness. Therimost concentric layers are called EM
sections, followed by fine hadronic (FH) and coarse hadr@iit) sections. A summary of the

different parameters for each section of the central aaletér is given in Table. 3.[Bg].
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Table 3.1. Useful set of operating parameters for the CeGtatrimeter[38].

CC Modules EM FH CH
Rapidity Range Inp| <1.2 |np| <1.0 |np| <0.6
Primary Absorber Uranium Uranium  Copper
Absorber Thickness 2.3 mm 6.0mm  46.5mm
Total Radiation LengthX) 20.5 96 32.9
Total Nuclear Absorption Length 0.76 3.2 3.2
Number of Readout Sections 4 3 1
Number of Channels 10368 3000 1224

Resistive
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Figure 3.13. A unit cell of the D@ calorimeter (two units ah®an).

Each layer of the calorimeter represents a discrete setadbrecells or units. A unit
cell consists of alternating layers of grounded absorbatepland signal boards, filled with
LAr and maintained at a high voltage. A schematic view of tAkwgmeter unit cell is shown
in Fig. 3.13. The signal boards are made of copper readoust gamtiwiched between 0.5 mm
thick G10 insulatot. The outer surface of the boards are coated with a highlgtiesiepoxy.

A high voltage (2.0-2.5 kV) is applied beteween the resessiurfaces of the signal boards and
the absorber to create an electric field. When a particle®tite calorimeter it showers inside
the absorber plate, creating secondary particles whidaeadhe argon atoms. The ionization

electrons drift toward the signal boards, inducing a signahe copper pads. The gap between

SMaterial formed by inserting a glass woven fabric impregdatith an epoxy resin under high pressure.



51
the absorber plates is 2.3 mm and the electron drift timesaditwe liquid argon gap is about

450 nS.

The readout electronics sample the charge accumulatedeopatth and convert it into
an analog signal proportional to the ionization charge nd®d. The size and pattern of the
readout cells were chosen to optimize the measurementrefviease and longitudinal shower
development. The transverse sizes of cellsare ~ 0.2 for EM showers andAR ~ 0.5
for HD showers. The cells from each layer are arranged tgdialform a An x A¢ =
0.2 x 0.2 readout geometry, referred to asoaver. Readout towers havemseudo-projective
geometry meaning that the cell centers of increasing shaepth lie along rays projecting
from the center of the detector, but the cell boundarieslayeed perpendicular to the absorber
plates. The LAr active layer provides a uniform gain overgh#re calorimeter and has several
advantages:

a. Provides flexibility in segmenting the calorimeter vokimto readout cells.

b. Easy to calibrate and radiation hard.

c. Provides stable channel-to-channel response over time.
The depleted uranium absorber has high density and alloina émmpact detector that can
contain most of the shower energy while keeping the cosbredsde, as well as improving the

e/h compensation ratio.

3.6.4 Inter Cryostat Detector

The region between the central and end cryostats is cakeidtér-cryostat region (ICR)
and covers a pesudorapidity rangelof < |np| < 1.4. The ICR suffers from lack of de-
tector instrumentation because of the support structundstfze cryostat walls. In order to
improve the energy sampling of particles passing through@R, a pair of Inter Cryostat De-

tectors (ICD) are mounted on the inner faces of the end ay®i@9. The ICD consists of

5The gap thickness was chosen to observe MIP signals and it fatwication difficulties.
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Figure 3.14. SAquadrant of the cross sectional (r-z plaiesy of the D@ calorimeter is shown,
indicating the segmentation. The segments that corresjodhd same range of pseudorapidity
form a tower. The size of the segments increases with inicrgasstance from the interaction
point along each tower. The cells are arranged in a pseunjegbive geometry.

scintillating tiles arranged in 22°%vedge structures spanning the entiresdlid angle of the
uninstrumented ICR. Wavelength shifting and clear fibemsgmit the light via optical connec-
tors to photo multiplier tubes (PMT). The PMT’s are housedrates mounted on the outer
surface of the end cryostat walls. Figure 3.15 shows the |I@dutes and the wedge structure

of the individual modules.

3.7 Muon Detectors

The muon system surrounds the calorimeter system and ftwermutermost layer of the
detector. It is designed to detect the passage if muons aadureetheir momenta. Muons
are heavy compared to electrons200 m....;on) @nd therefore lose very little energy via

bermsstrahlung. Thus they do not initiate EM showers, entither EM objects. The pri-
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Figure 3.15. Schematic view of the ICD modules mounted onirther surface of the end
cryostats. a) The wedge structure with a total of 16 wedgasfeinm the ICD detector and the
optical cabling is shown. b) Individual wedge segmented art array of 12 scintillating tiles
is shown.
mary energy loss mechanism for muons with energy above ahble of approximately 3.5
GeV is ionization and excitation of the detector media. Thens behave as MIP’s and un-
dergo minimal energy loss in the detector system. Becauskiyfthe muon system is the
outermost system and typically the largest of the dete¢sa®s Fig. 3.16).
The muon system consists of the following components:

e Wide Angle MUon Spectrometer (WAMUS) coverifigy| < 1.

e Forward Angle MUon Spectrometer (FAMUS) coverihg: |np| < 2.

e A 2000 ton solid iron toroid magnet that generates a field ®tdsla.

The WAMUS consists of two types of detector componevits the proportional drift
tubes (PDT) and scintillator tilgd1]. These components are arranged in three layers labeled A,
B and C. The drift tubes collect the ionization created by nalio the organic, gaseous argon
mixture onto gold wires held at high voltage. A three-dimenal position measurement is

possible by measuring the arrival times of the ionizatiolsgsi relative to the beam crossing
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Forward
Scintillators

Figure 3.16. The muon system of the upgraded Run Il D@ detétih

time and at each end of the wire. The scintillator tiles pdevinore spatial measurements
of trajectories of muons and give an excellent resolutignlQ ns) for the arrival times of
the particles. The detector is constantly being bombargecbbmic ray muons. The timing
information from the detector is crucial to reject the cosmay background. The toroidal
magnetic field exists between layers A and B.

The FAMUS is made of mini drift tubes (MDT) and scintillatoixpls [42] and has a
similar A, B and C structure. The path of a muon is measuredhénA, B and C layers.
Using the information from the three hits (one before theitband two after) the momentum
can be ascertained with reasonable accuracy. The traeswersentum of a muon is measured
precisely by matching its trajectory with a high track reconstructed in the tracking chambers.

In addition, its energy is also measured in the calorimetex BIP signal ¢ 3 GeV).
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Figure 3.17. Diagram of the Run Il D@ Luminosity Monitor. ahA¢ view of the monitors
is shown with the red circles indicating the PMT’s on each. tid) an r-z view of the monitors
showing their position along the z-axis relative to the eeof the detector.

3.8 Luminosity Monitor

The luminosity monitor is used to calculate the effectivelastic cross section gfp
collisions at D@[43]. There are two luminosity detectors, one upstream (+140lomgahe
z-axis) and the other downstream (-140 cm along:taeis) of the collision point surrounding
the beam pipe. They cover g range of 2.7< |np| < 4.4 as shown in Fig. 3.17(b). Either
detector consists of 24 wedge-shaped scintillating tifesrh long and 1.6 cm thick. They are
read out by high gain PMT'’s attached perpendicularly to édehThe time-of-flight equation
is given by:

2 =5t —t) (3.9)

wheret_ andt, are the times when the decay products from the interactidhéndownstream
and upstream luminosity monitors respectively. Events shtisfyz, < 100 cm are used in

counting the number of inelastjgp collisions.
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3.9 Trigger and Data Acquisition (DAQ) System

pp collisions occur at a rate of 1.7 million per second in the D&lledtor. Not every
collision (event) is of interest for physics studies. letng physics processes occur in only
a small fraction of all the collisions and therefore not gvevent needs to be recorded. Fur-
thermore, once the event is fully reconstructed, the in&diom stored contains about 300 kB
of data per event. This would require about 7.5 GB of disk sgacevery second of record-
ing, and10® GB of disk space per year assuming only 50% of recording gtifinis amount
of data is impractical from the perspective of resourcelakdity the physicists required to
analyze the dataTriggeringis a technique which is used to identify interesting eveh#d t
should be recorded for further investigation. This is aebicby matching event properties (or
signatures) with a set of predefined patterns characteagt particular physics process. The
triggering system selects interesting events and the dgtasition (DAQ) system logs the se-
lected events into permanent storage. The interactiorfoatégh pr phenomena, production
of weak vector bosons and heavy quarks, and possibly exoticSM phenomena occur only
rarely in comparison with the much more common inclugizeollisions.

At D@ the triggering is implemented in a three level hieragahsystem. The levels
are labeled_evel 1 (L1), Level 2 (L2andLevel 3 (L3) As data is processed from L1 to L3,
the triggering algorithms increase in complexity. A flowgliam of the triggering system is
shown in Fig. 3.18. An initial levellevel 0 (LO)also exists to trigger the presence of inelastic

pp collisions and is used to determine the instantaneous lsitin

e L1 Trigger

The L1 trigger{44] provides the largest reduction in the event rate (facto/s9Q) since
it has to make a decision every bunch crossing. L1 is neagsbardware based due to the

very short decision time (4.6s). Its decision is based on the raw detector informatiod, an
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Figure 3.18. a) Diagram of the three level sequential triggesystem employed at D@ indi-
cating the input/output rates of data for each level. b) Akldiagram showing the basic data
flow path for Level 1 and Level 2 trigger systems.

simple algorithms are implemented using field programmgahte arrays (FPGA) on special-
ized microprocessors. Condensed information from thericaéter, preshower, CFT and the
muon detectors is processed in parallel to reduce the exentvhile retaining the acceptance
for leptons and jets in the event. Successive events aredston buffer (or data pipeline) until
the decision for the current event is made. The predefinedittons that L1 is programmed to
identify are summarized below:

e A count of calorimeter towers over a certain EM or HD transeeznergy threshold.

e A count of central tracks composed of axial layers of the C3offed into severgh,

bins.
e Counts of preshower detector energy clusters in the ceartchforward regions.
e Central and forward muons in variopg bins andnp regions, as well as their quality

indicators based on the number of hits.
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e L2 Trigger

The L2 trigger[45] receives information from the L1 output and processes tfa-in
mation in order to reconstruct basic physics objects suaieatrons, muons, tracks and jets.
The event rate reduction is much smaller compared to L1 amebtbre the decision time for
L2 is about 10Qus. L2 is partly hardware-based, but also relies on recoctstrualgorithms
(software) to select events of interest before it passes theto the L3 system. As in L1, the
L2 has buffers to store successive events until a decisimade for the event being processed.
Some of the L2 algorithms that are applied in the decisioningagrocess are summarized
below:

e Calorimeter jet reconstruction in groups o#&55 calorimeter trigger towers based on a
jet cone algorithnmto make available the information on kinematic variablks |et Er,

n andao.

e Calorimeter-level electron and photon identification aiifpons. To distinguish the elec-
trons from photons, the total tower energy is compared tcettergy of the EM layers
alone by the pre-processors as well as tracking informadiwh a trigger decision is
made[46)].

e Missing Transverse Energy{) calculations are performed by summing thig of the
individual trigger towers vectorially and checking for anlialance in the totat;.

e Tracks are ordered hyr based on information from the CFT.

e Tracks not emerging from the primary vertex are found, ireotd trigger on long lived
particles such as-quarks.

e Precise timing information scintillators are used to idfgrand trigger on muons and the

tracks corresponding to their trajectories.



59
e L3 Trigger

The L3 systen|47] is completely software based, unlike L1 and L2, and openages
ing a farm of parallel commercial PC’s-R00 node Linux cluster). At this stage of decision
making, complete detector information is available forreagent through the readout crates
(ROC). Fully digitized output routed to a PC from the ROC isqassed in complete detail with
sophisticated algorithms. Each PC has an identical copyeo$oftwarei.e., the filtering soft-
ware, reconstruction packages used to arrive at the finadidac At this stage, the acceptance
rate for events is about 50-80 Hz. These events are storedabotc tape system accessible
for offline event reconstruction.

The rate of 50-80 Hz sets the overall upper limit on the nundfezvents that can be
recorded. Since only a fraction of the total bandwidth iglate for a given trigger, acceptable
events have to be discarded occasionally, regardlessiottir@ent. This circumstance might
occur at high luminosities at the beginning of a store, ormtine rate of acceptance of data
from a trigger is greater than the bandwidth allocated foflite DAQ coordinator is forced to
conform to the limited bandwidth availability and to distaome of the accepted (triggered)
events. In such cases, the trigger is said tptescaled By assigning a prescale number, the
DAQ coordinator is allowed to reject the event based on tksqale. For example, if a trigger
is assigned a prescale of 50 at a certain instantaneousdsityiuring a store, the DAQ will
accept only one 1 out of 50 triggered (and accepted) evenwfflme storage. Prescaling is
an undesirable situation, and hence a significant efforei®td to minimizing its effect by
cleverly designing the triggers for a wide range of physexpuirements, and also by limiting

the number of triggers used.



CHAPTER 4
MONTE CARLO SIMULATION

Monte Carlo (MC) generators are used to simulate both signdlbackground high
energy physics events. They provide a representation afa#tat is as accurate as possible.
All stages of interactions that occur in high energy cadlis are simulated by these generators:
initial-state radiation; hard scattering of partons; figtte radiation; hadronization of partons
and the interaction of the final state particles with the cteteelements. The simulated MC
events allow the optimazation of cuts, understanding ofdétector and event reconstruction
performance, estimation of acceptances and direct cosgranf theoretical predictions to
data. Some of the MC generators used in this analysi®¥reIA [48], ALPGEN [49, 50 and

CompHEP [51]. This chapter provides details about the application oMi@simulation tools.

4.1 Physical Process of Hadron Collisions

The basic steps in MC event generation can be explained rasibf by first understand-
ing the physics of hadron-hadron collisions. A typical evefninterst is the process wherein
two partons moving toward each other undergo an interacéeulting in two outgoing par-
tons. The initial and final states of these partons can beribesicby 2— 2 hard scattering
matrix elementsi(e., the lowest or the leading order QCD process). The eventtsitrliin a
hadron-hadron collision is illustrated in Fig. 4.1

In pp collisions, proton (antiproton) is a composite object magdeof partons (quarks
and gluons) which carry a fraction of its momentum. The foal momenta of the partons
inside the hadron are described by parton distributiontfans (PDF)[52]. The accelerating

partons in a magnetic field undergo the reactior@g) resulting in initial state radiation. It is

60
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anti-proton

proton

Figure 4.1. Feynman diagram depicting theinteraction. A quark from the proton and an
antiquark from the antiproton undergo strong interactmproduce two outgoing partons. In
this example, the outgoing quarks hadronize to form twoifetke final state.

one of the partons from each of the incoming hadrons thatrgoés a hard scatter and which
may result in a short-lived resonance like ffiieor Z gauge boson.

The outgoing partons may undergo reactions similar to tledske incoming partons
and radiate gluons (final state radiation). Due to the largeantum transfer that occurs from
the hard scatter, the final state partons may undergo sdwenathings to fill up the phase
space available to them. This is the process of parton shevagution. The parton shower
development can be explained using perturbative QCD arednsihated at a low scale of the
order of A,cp. The color structure of the incoming partons is retainednigydutgoing partons.
QCD confinement ensures that the outgoing quarks and gluensaa directly observable,
but undergo fragmentation into color neutral hadrons, sofrehich are unstable and decay
into stable hadrons with well-known branching ratios. Ehbadrons can be observed in a
real experiment as collimated objects called “jets” whiepaisit energy in the calorimeter and
may have associated tracks in the tracking system. Althoagtvery well understood, the
fragmentation process can be described by several hadtmmznodels in which a partonic
final state is converted into an exclusive hadronic finakJ&8].

The initial state partons that do not particpate in the heatter constitute the remnants.

The remnant particles may undergo further semi-hard iotienas. Since their momenta are
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small compared to the hard scattered partons, their aoilisan be described as a soft under-

lying event.

4.2 Monte Carlo Event Generators

MC event generators produce events which contain a caledi final state particles
resulting from a hard/soft scatter that are interestingn@eperiment. In a real experiment,
the colliding beams typically undergo one hard scatter inilaiam bunch crossings. Unlike
the real world, the production of simulated physics evehiaterest proceeds in an opposite
manner - event generators assume that a hard scatter ondugsrgerate the final state particles
resulting from it. The process of event generation proceaaish like the real world, with our
understanding of the physics built into it. Despite an insgige amount of work and detailed
calculations, our understanding of the event structunedsmplete. To fill in this void several
models have to be incorporated, with inputs to these modetsrg from real data. This
enables the generated MC event to mimic the real event asatelyuas possible. Several

aspects of event generation from the currently availaldbstcan be summarized as:

Hard scattering process

Parton showering process

Hadronization process

Modeling the underlying event

4.2.1 PYTHIA Event Generator

PYTHIA is a general purpose event generator that can model someifd&@rmt hard
processes which are classified based on the number of paritidhe final state and the physics
signature.PYTHIA is optimized for 2-1 and 2-2 processes and does not provide a generic
treatment of three or more particles in the final state. It siamulate hard processes.g.,

gg—qgq), soft QCD processes like diffractive and elastic scatie minimum bias event$}’/Z
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and SM Higgs boson production to name a few. The distributiormomenta of the partons

that constitute the proton or anti-proton is given by thetgradistribution functions (PDF).
The PDF’s give the probability that a parton carries a faach of the total momentum of the
proton or anti-proton of which it is a constituent. The PDIe a function of longitudinal
momentum fraction (x) and momentum transf@f), and are parameterized from global fits to
experimental data. The CTEQ6M parton distribution funcsidor different quarks are shown

for two different momentum scales Q = 2 and 100 GeV in Figgd)2nd (b), respectively.

Q = 100 GeV
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Figure 4.2. The CTEQ6M parton distribution functions shagvithe momentum density,
X f(x), as a function of the momentum fractian, for gluons and all the quark flavors for
two different values of momentum scale (Q = 2 and 100 GeV) .

The evolution equations that describe the initial and finatespartons were studied
and published bypokshitzer,Gribov, Lipatov, Altarelli andParisi and are called the DGLAP
equationg54-5§.

Parton showering evolves from the initial high momentuntes@Qadown to a cut off value
Qo to obtain the final state parton8YTHIA uses the “Lund string fragmentation model” for
hadronization, which starts with a gluon forminga@pair with a string attached to the pair. As

the quark pair travel in opposite directions from the comrpooduction vertex, the potential
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energy of the string increases (to model the quark confinemi¢im a linearly rising potential)

until enough energy is gathered to break the string by théumrion of a newy'q’ pair thereby
splitting the original system into two color singlet systenmString breaking proceeds until
only the on-mass-shell hadrons remain. Each hadron camespto a small piece of string
with a quark and anti-quark pair attached at its ends. Anratewescription of multiple hard
and large angle emissions (events with multijets) througheavolution of 2-2 processes is
not accurate witlPYTHIA which uses a collinear parton shower algorithm. The jetslypced
by PYTHIA simulation are soft and collinear and are not suitable fodetiag multiple jets in
an event, which is typical in hadron-hadron collisions. etethe need for a specialized MC

generator likeALPGEN which is described in the next section.

4.2.2 ALPGEN Event Generator

ALPGEN is a MC generator that can calculate exactly the leadingrordgrix elements
of a large set of parton-level processes in QCD and EW intierssc The advantage of us-
ing ALPGEN is that it models accurately events with multiple jets whaeck well-separated and
hard. The drawback of using this model is the lack of a goodrgjeson of the parton shower
development. To provide a good description of both the fudtnm elements of the hard pro-
cess as well as their subsequent development into jets obhsdtheALPGEN simulation is
combined withPYTHIA. The exact matrix elements are calculated ugitRGEN to describe the
final state partons. The output ALPGEN is then interfaced witl®YTHIA, which provides the
parton showering and hadronization. This combinationdaada difficulty in unambiguously
separating the components of the eV} that belong to the hard process (calculated exactly
using matrix elements) from those developing during itdvan (which is described by the
parton shower). This can be illustrated with an example.sittam an event withl” + 3 jets.
The three jets in the final state can be obtained in two waysreltould be two partons in the

final state, and a large angle emission from one of the paduongg its evolution can lead to
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an extra jet. The other possibility is that there are threéopa in the final state which evolve

into a three jet final state.

e MLM Matching Scheme

A matching (or factorization) scheme is necessary to avoithte counting events (by

preventing events from appearing twice, one for each pathinatching scheme called the

MLM jet-parton matching schemd8] is employed withinALPGEN to avoid the problem of

double counting. The matching is done using the followirgpst

1.

Events are generated with exclusive parton multiplicitgr Example, the W + 2 light
parton (Wgg) sample is generated separately from W + 3 jiginten (Wggg). The
light parton (Ip) refers to the number of partons at tree lleW®r the highest jet bin,
the samples are generated inclusively. Inclusive sampéeallowed to have additional

parton-level jets produced from tRETHIA parton shower.

. These events are input inRYTHIA to simulate parton showering. The resulting event

will have additional quarks and gluons originating from ghewer.

Before the final state partons are hadronized, a UA1 typeoje¢ @lgorithm[59] is in-
voked to cluster the quarks and gluons into jets.

Match the generated partons from step 1 with the jets from 3taising a one-to-one
correspondence such that each parton matched to one andrenjgt, with the criteria:
pr > 15 GeV and AR(jet, parton) < 0.7. The event is retained only if a match is
found. Otherwise, steps 1-4 are repeated.

Combine all the samples together with weights relative ®artbross sections and the

number of events generated.
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e Combining the MatchedLPGEN Samples

Once the exclusive and the inclusive samples of a partiquizress€.g.,W + 3Ip) are
generated, they have to be properly combined to obtain a ledenpample for that process.
The combination process can be explained using the W + 3lpleaas an example. W +
jets sample can obtained by combining exclusive sampleg/of Qlp), (W + 1lp), (W + 2Ip)
and an inclusive sample of (W + 3Ip). These samples are asstori® combined at constant

luminosity. The combination weightg;{ for each sample and the formula are givenin eq. 4.1

W+ jets = fo- (W 4+0lp) 4+ f1 - (W + 1p) + fo - (W +2p) + f5- (W +3lp)  (4.1)

K
=S "S- Wilp) i=0,1,2,...,K
=0

o
fi = —matched where

Ny

0" atenea = Matched cross section of W + ilp sample

N} = Number of events of the W + ilp sample after matching

4.3 D@ Detector Simulation

Although the final set of particles from the simulation argeresting to study, the real
data gathered from an experiment is not in the same form.gyr@positions in the calorime-
ters and tracks of charged patrticles in the tracking systiem &re in the form of electronic
signals collected, digitized and stored on tape. The hatiescand the underlying event have
to be reconstructed from this information. To mimic realeddhe events from the MC gener-
ator are processed through a full simulation of the D@ detedthe full simulation package
consists of two main programs:

» D@gstar, DAGEANT Simulation of theT otal ApparatusResponsg60.
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» D@Sim, D@Simulation [61].

D@gstar simulates the passage of particles resulting ffr@rhard interaction through
various components of the detector as they deposit enedypassibly leave tracks. The in-
formation about the geometry of the detector subsystemsemdmaterial density is modeled
with the CERN package GEANT (GEometry ANd Trackir{@p]. A simulation of electro-
magnetic and hadronic showers in the calorimeter, thect@jes of charged particles in the
tracking detectors and through the solenoidal and toratdagnetic fields ar modeled using
this package.

The D@Sim package performs a simulation of the samplingreleics, calorimeter pile-
up from previous events, electronic noise and detectoslfyeen the subdetector components.
In addition, it models the soft underlying event (soft imtetion of the remnants) and/or addi-
tional inelasticpp collisions. An event is labeled as minimum bias event if itriggered by
the luminosity monitor, signaling the presence of at leawt jgp interaction for each bunch
crossing. To properly model the additional inelagficcollisions, all generated MC events are
overlaid with minimum bias events from real data. This iselbg the program D@Raw2Sim.
Since the number of minimum bias interactions per crossiogeases with growing instanta-
neous luminosity, the overlaid events have a similar lusitygprofile as the real data. The

luminosity profile in fig. 4.3 shows the peak values of lumitoas a function of time.
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Figure 4.3. Peak instantaneous luminosity (shown as hilaegies) for the Tevatron Run Il as
a function of time[63].



CHAPTER 5
OFFLINE EVENT RECONSTRUCTION

The data acquisition system records digitized data c@teftom the various sub-detector
systems. The data undergoes a transformation as it isa@tand reconstructed with the help
of sophisticated algorithms. Raw information is conveliteéd physics objects (like electrons
and muons) by these algorithms. These algorithms are a ptre ®J offline event recon-
struction package called the D@ref&3l]. This chapter describes the process of offline event
reconstruction. Measurements from the luminosity systemecorded to obtain the lumi-
nosity delivered to the experiment. Measurements of tHediaries of charged particles as
they pass through the wires and strips of the tracking systenin the form of digitized sig-
nals. These signals are clustered ihiis in order to determine the possible locations through
which they pass. Pattern recognition algorithms reconstivarged particleracksfrom these
hits. The tracks are used to measure particles’ momentaoaatkl thepp interaction points or
primary vertices The energy detected in calorimeter cells and preshoweihdustered into
jetswhich represent the energy of the original quarks and gldimms the hard scatter. The
energy of jets is calibrated using tfez energy scaleParticle identification algorithms convert
useful information from the tracks, calorimeter energyagfions and the muon system hits
into high level objects like electrons, photons, muons &tsl jThe tracks associated with the
jets are used b¥-taggingalgorithm to search for the evidence of bottom quarks in ¢t jas

they could possibly indicate a decay of the Higgs boson.

69
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5.1 Offline Object Reconstruction Efficiencies

Although the offline event reconstruction is discussed iraitlbere, the object identifi-
cation efficiencies — jet ID, jet energy scale correctionscteon reconstruction and ID effi-
ciencies, single electron trigger efficiencies artdgging efficiencies are discussed in chapter

seven.

5.2 Luminosity

During each beam crossing, the luminosity scintillatoesdir to section3.8) detecb-
incident particles that originate from the interaction point, if arelasticpp scattering has
occurred. The timing resolution of the scintillators isywegood (0.2 ns) which enables them
to determine the collision point along the beam axis with aceutainty of about-6 cm. The
reconstructed interaction point is required to be withim éxpected interaction region (typical
value of+60 cm from the interaction point along the beam axis) to tdjeam halo particles.

The number of inelastic collisions per bunch crossing isg distributed with a small
probability of interaction per proton, despite the largentwer of protons in each bunch. The
probability of “n” interactions per crossing is given B(n, u) = p"e */n!, wherey is the
average number of inelastic collisions per crossing. Tlobability of no interaction in a
crossing is simplyP(0, 4) = e~*. Therefore the probability of at least one interaction per
crossing is given by Eq. 5.1 can be expressed in terms of the effective inelgsgticross

sectiong. s (corrected for acceptance and efficiency), the rate “r” attvkthe bunch crossing
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occurs and the instantaneous luminogityas in Eq. 5.2. Instantaneous luminosity can be

obtained by solving foL using Egs. 5.1 and 5.2. The result is given in Eg. 5.3.

Pn>0)=1—-P0,u)=1—¢e* (5.1)
p=Loess/r (5.2)
L=—(r/oes)In(l—P(n>0)) (5.3)

The crossing rate (r) is very well measured and equals 7.5&.MHhe effectivepp inelastic
cross section was revised by the D@ luminosity group afi@naysis of the world’s data per-
formed by Klimenkoet al, [66€] to 60.7+ 2.4 mb at,/s = 1.96TeV. An improvement in the
estimate of the overall detector acceptance and efficieredgis/a value of 75.8 3.8% for
their product. P(n> 0) is measured by the luminosity system. At intervals of agjpnately
one minute, duminosity blocks written to a database; these blocks contain the averagie lu
nosity for each bunch during this time period. It also resdfte information whether the data

acquisition system and the detector components were parfgrproperly.

5.3 Track Reconstruction

The two tracking sub-detectors, the silicon microstripkex (SMT) and the central fiber
tracker (CFT) provide strip hits along the trajectory of e particles that pass through them.
These hits are converted into tracks using pattern redogreigorithms. The trajectories of

these particles are helical due to the presence of the 2 M@dkd magnetic field.

Hit Reconstruction
Adjacent silicon and fiber strips with signals above someghold are grouped into
clusters. The center of a cluster is defined to be the chargghteel average of the strip

positions in the clustgr0]. Due to the presence of the solenoidal magnetic field therefes
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and holes drift with a certain velocity at an angle, tterentz anglewhich depends on the

electron or holeHall mobility and the magnetic field strength. The holes are larger and have
smaller Hall mobility compared to the electrons and thereeftmaller Lorentz angles (4° for
holes and 18° for electrons). Particles going through tireosi strips create clusters on both the
p-side and n-side of the silicon detectors. The strips aentad at stereo angles, enabling the
clusters to be combined in order to determine the locationgathe strips where the particles
pass through. The position of a hit can be reconstructed avithccuracy ok 10 um in the

axial direction (x-y) and 35 um in the z-direction.

The CFT fibers above a certain signal threshold can eitherdugpgd into single-fiber
clusters (singlet) or doublet clusters containing one fibmm each sub-layer of the doublet
layer. CFT hits are obtained by grouping overlapping CFEtets from each of the eight CFT
super-layers consisting of two doublet layers at a 3° nedatngle. Hits represent spatial (x,y,z)
measurements of the particles’ trajectories. The geonoétihye doublet layers allows for a hit

resolution of< 100m in the axial direction and 2 cm in z-direction.

Pattern Recognition

Pattern recognition performed on reconstructed hits gieldet of particle paths orig-
inating near the interaction region. The magnetic field is/weell mapped in the tracking
detectors, taking into account the fringe effects near tius ef the solenoid that create a small
radial component of the field. The location and density oéditr material is mapped as well.
The particles’ trajectories are not perfectly helical ame slightly altered (in a predictable
way) due to these effects. D@ currently uses two algorittongéck reconstruction - these are
called the Histogramming Track Finder (HTJg)/] and the Alternative Algorithm (AA}68].

The HTF algorithm is based on forming track templates udiedg-tough transform tech-
nique[69 and local road finding. The hits produced by a particle in thadverse plane will

have a unique curvature and azimuthal angle. The Houghftrangonverts these hits in x-y
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coordinates to a space defined by curvatwlead azimuthal angles). Hits from the same

particle produces a peak in thep space, whereas random hits will uniformly populate the
space. A histogram of hits in possible trajectories is e®atNo two trajectories share the
same set of contributing hits. Sets of hits contributingéalgs in these histograms are taken
as initial track candidates. The number of trajectoriesrgpprtional to the number of hits.
The track candidates are fitted in three dimensions andefiltasing a Kalman filtering algo-
rithm [70]. Fig. 5.1 depicts the HTF method applied to a &5V /c muon track. The Kalman
filter attempts to remove noisy tracks (fits having laxgevalues) and incorporates the material
density map and the magnetic fringe effects in determirtiegrtack curvature and azimuth.
The AA tracking finding method uses a seed hit in the first lafehe SMT and builds
a track by incrementally including more layers of the SMT &¥eT detectors. From the
innermost layers of SMT, the track is extrapolated outwhtie radius of curvature is greater
than 30 cm (indicating that thg; of the track is greater than 18deV/c). All possible
combinations of tracks which meet this criterion are stofte algorithm allows for missing
hits in the SMT or CFT if a hit in one of the outer layers is catesint with a previously found
track. If there are hits in the CFT but fewer than four hitshe SMT, the tracks are allowed
and are termed “CFT-only” tracks. Allowing tracks to be binl this manner dramatically

increases the track finding efficiency of the algorithm.

5.4 Primary Vertex Reconstruction

The primary interaction vertex is a 3-d region where the rsmatter occurs. Primary
vertex (PV) reconstruction involves identifying the exémtation of the hard scatter in this
region and separating it from other inelagtjcvertices, which enables the discrimination of

physics objects from noise in the detector as well as cosawyiparticles (primarily muons).

1At £ = 10%2cm—2s~! an average of 2.5 additional minimum bias interactions axmamy the hard scatter.
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Figure 5.1. Histogramming track finding (HTF) method is shdar a 1.5GeV /c muon track
with five hits. (a) For a given hit at radius r = 20 cm, a familyocafcles can be drawn passing
through it, centered at (0,0) in the x-y plane. (b) When tiamsed top-p parameter space,
they correspond to the solid line. (c) When the family of lesccorresponding to each of the
five hits are transformed, they intersect at one point. (& parameter space is transformed
back to a 2-d histogram which peaks at the point of interseatf the lines and is used as an
input to the Kalman filtering algorithr{67).

The adaptive primary vertexing algorithjil] attempts to assign all tracks wigh >
0.5 GeV and having at least two SMT hits to a vertex where thepzlated track trajectories
might intersect. This intersection point is chosen as tlsé-fiass primary vertex. The tragk

contribution to this primary vertex is estimated. Distaatks tend to have large’ contribu-
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tion to the fitted primary vertex and are therefore removele ack errors are re-weighted

according to their? contribution to the vertex by a sigmoidal function:
() = : (5.4)
i\X )/2T )

- 2 2
1 + e(xi _Xcutoff

wherey; is thex” contribution of track to the vertexy?,,,; is the distance where the weight
function drops to 0.5 and T is a paraméttrat controls the sharpness of the function. The
standard Kalman vertex fitting algorithfi2] is shown in the black curve in Fig. 5.2(a) (with
T = 0) in which the weight can either be zero (track is rejectedpre (track is accepted).
Adaptive vertexing is differentl{ > 0), in the sense that a track from a secondary vertex may
contribute to both the primary and the secondary verticé$, asweight smaller than 1. The
algorithm works iteratively by first fitting the primary vext track candidates using the Kalman
Filter algorithm. Each track is weighted according tout$y?) given by Eg. 5.4. Initially all
tracks have their weights set to 1.0. At thié iteration, the weight of the track depends on the
distance to the vertex at tié — 1) iteration. In the next step, for each track used in the fit,
its weight is recomputed according to tlé distance to the new fitted vertex. If the weight
w;(x?) < 107, tracki is eliminated from the fit and its weight is set to 0.0. The abtwo
steps are repeated until the weights converge.

The adaptive vertexing algorithm produces a list of possfrimary vertices which
might contain a hard scatter vertex. To determine which snghe hard scatter vertex, all
tracks are assigned a probability not to originate from taedtscatter vertex. Tracks from
an inelasticpp collision (aminimum biagnteraction) have smaller values pf compared to
tracks from the hard scatter interaction, as is evident fircagn 5.2(b). Thdog,,(pr) of tracks
is chosen as the variable and the probability for each tradietfrom minimum bias interac-

tion is calculated. The data chosen for this study is reaimmum bias data from the detector.

2Analogous to the temperature T in the Fermi function of stiatil thermodynamics.
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Figure 5.2. (a) Weight of a track with respect to a vertex asnetion of they? distance to
the vertex for different values of temperature (T). In Adepwertexing, all tracks contribute
to the fit when T> 0 [71]. (b) Comparison of the; of reconstructed tracks in (GeV/c) from
simulated minimum bias (yellow shaded region) and hardeicavents (open histogram). The
inset shows théog,, of the probability of the track to be associated with a minimhbias
vertex.[40].

The minimum bias probabilities for each track are combimgd & probability for each of the

primary vertices to be from a minimum bias interaction. Thienpry vertex with the least

probability to form a minimum bias interaction is selectadlae hard scatter primary vertex.
This vertex is used to determine the energy of each caloeimetver (=) and forb-tagging

(see section 5.8).

5.5 Electron Reconstruction and Identification
5.5.1 Reconstruction

Electrons are characterized by narrow showers in the eleeignetic calorimeter, with
the showers initiated in the preshower detectors, alonly antassociated track in the central
tracking detector§r3]. The showers from photons are similar to those for electriounisthere

is no associated track. Electrons and photons are recotesfrwith the same algorithm, with
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the distinction made by the presence or absence of a cerdacil or a preshower signature.

Electrons and photons are collectively referred to as “EMjeots. There are two main ap-
proaches to reconstructing EM clusters: the simple conarigihgn and the nearest neighbor

algorithm.

Simple Cone Algorithm

The simple cone algorithm constructs clusters of calomigwers within a cone of R
= \/m = 0.4. An EM tower consists of the four EM layers plus the firatifonic
layer (FH1) of the calorimeter. The highes{ EM towers are chosen as seeds for building
clusters. Adjacent EM towers above a threshold energy o&@¥% are added to the cluster if
they are in the neighborhood gfx ¢ = 0.3 x 0.3. In the following step, all towers within a
cone of radius 0.4 with respect to the energy weighted axteebriginal cluster are added.

The axis is recalculated and the steps are reiterated wstabde cluster is formed.

Cell Nearest Neighbor (CelINN) Algorithm

As the name suggests, the reconstruction is performed fedonimeter cells rather than
towers. In each calorimeter layer, the cell with highestrgnealeposition is chosen as the
seed to build the cluster. Neighboring cells are added togbéd in a given calorimeter layer
(termed adloor clustering. Choosing the floor cluster from the third EM layer (EM3) bhe t
global cluster, the floor clusters matching an angular reguent are added to the global cluster

to form the final EM clustef74).

5.5.2 Identification
Clustering algorithms described in section 5.5.1 do ndirdisiish between electrons and
photons. The distinction is primarily done by looking forradk associated with the cluster in

the central tracking system. Photons are neutral objectslamot leave tracks. In order to
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reconstruct a candidate track associated with the EM ¢lwstead of 0.05<0.05 in An x Agp

is defined between the center of the EM cluster and the hattesqaimary vertex. Tracks
with pr > 1.5 GeV/c are searched for within the rod@d5|. If one or more tracks are found,
the candidate is considered an electron, otherwise it isodoph An ID of +11 is assigned
for positrons, -11 for electrons and 10 for photons. An EMstdu with|[ID| = 10 or 11 is
termed a “loose” electron. Once an EM cluster is identifie@mglectron with this method,
a detailedy? track and cluster matching is performed for the electrordiziates, along with
several sophisticated identification variables and methigted below. They are described in
detail in the following subsections.

1. Electromagnetic fractionfzy

2. Isolation fraction,fi,

3. Track matchy?

4. Seven-variable H-matrix?

5. Likelihood
The electron identification studies were performed usinggamples. The signal sample con-
sists of 243 pb! of dielectron (e, Z — ee) events. The background sample is obtained
from 226 pb! of EM+jet events where the EM object and the jet are backaickln azimuth.
These are mainly QCD dijet andrjet events where the jet or a photon fakes the reconstructed

electron.

e Electromagnetic Fractionfzy
The fraction of the total energy of the cluster depositeth&nEM layers of the calorime-
ter is called the electromagnetic fraction (EMFf@k:). Fiot.1(0.4) is calculated within a cone

of radius 0.4 using both the electromagnetic and the hadatorimeters, wheredsg,;(0.2)



79
is calculated within a cone of radius 0.2 for the electronetigncalorimeter alone. An EM

candidate object is required to have an EMF larger than 90%.

fom = ——% (5.5)

Electrons deposit almost all of their energy in the EM sectibthe calorimeter with a narrow
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Figure 5.3. Electromagnetic fractiorig,;) and Isolation f;,,) distributions for real electrons
(in blue) and fake electrons (in reff| .

transverse profile (collimated), whereas hadron showermare penetrating and have a larger
transverse profile. As such, two discriminating variabies, the electromagnetic fraction and
the isolation fraction) can be used to distinguish them. Bihgers have a large EM fraction
(fem > 0.9), which is shown in Fig. 5.3(a). This is a powerful digunant against pions and
electrons that escape the EM calorimeter throughstineodule boundaries since they deposit

more than 10% of their energy in the hadronic calorimeter.
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e Isolation Fraction i,

The isolation fraction (or isolation) is designed to redtlee possibility of highly colli-
mated jets faking an electron. Even though these jets afeMatbjects, they can still deposit
most of their energy in the EM section of the calorimeter. Tdie rate can be reduced by an

optimized cut on isolation fraction defined below:

Fn = FEiota1(0.4) — Egn(0.2)
Een(0.2)

(5.6)

EM showers from highpy electrons tend to be isolated in the calorimeter. The degfee
isolation is given by the isolation fractionf,,, < 0.15 for the EM candidates correspond to
energy deposition in a narrow regiomjnp space. This is not the case for fake electrons which
tend to have broader shower profiles and are relatively solated. The isolation fraction
for signal and background candidates are shown in Fig. biB¢icating the small values of

isolation fraction for good electrons.

e Track matchy?
A candidate electron having one ore more tracks is chosen.dIstinct definitions are

chosen for a track mato?

o\ [62\°
2
Xspatial = <0__¢) + (U_z) (57)
2
Er/pr—1

2 2 T/ FT
— Xspatia + 5.8
XE/p X patial ( UET/pT ) ( )

wheredp = Giack — Pous, With the azimuthal angles measured in the EM3 flagy.is the
expected width ob¢ for an electrondz = ziaac — Zaus, With the z positions measured in the
EM3 floor. o, is the expected width afz for an electron. E+(pr) is the transverse energy

(momentum) of the cluster (track)z, /,,. is the expected width of th&; /p, distribution for
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an electron. For electrong;r/pr ~ 1 as shown in Fig. 5.4(b), unless the track is randomly
associated with the calorimeter cluster. The probabilfta ¢rack to have a certaig?, i.e.,

P(x?), defines the quality criteria for the track matching.
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Figure 5.4. Track match probability £,,,,,,) and Ex/py distributions for real electrons (in
blue) and fake electrons (in refig| .

In order to suppress the QCD background, the EM cluster isiredjto be associated to

a track in the central tracking system in a road satisfyimgftlowing conditions:

|A7]EM,trk‘ < 0.05 and ‘A¢EM,trk| < 0.05 (59)

The quality of the cluster-track matching is determined &igalating the spatia}® probability
for each track, by extrapolating the track into the EM3 layfkthe calorimeter. The track with
the highest? probability is considered as a match to the EM cluster. Tharithm of thech >
probability is shown in Fig. 5.4(a), which peaks at zare.(the probability is close to one) for
good EM candidates, while it peaks at negative values the probability is close to zero) for

fake electrons.
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e H-matrix y?

The shower development of EM objects is distinct from thabhadronic jets. The H-
matrix is the inverse of a covariance matrix that charaotsrthe shower shape of EM objects.
In order to obtain the best discrimination against jetshbomgitudinal and transverse shower
shapes as well as correlations between the cell energiesadeto construct the matr{x7|.
The seven variables used are listed below. The first founlbas describe the longitudinal
shower development, the fifth describes the transverseeshdewelopment, and the last two
provide a parameterization of the total energy and the itp@a@meter dependence.

1. Fraction of shower energy in thé' EM layer (EM1) of the calorimeter.
2. Fraction of shower energy in ti< EM layer (EM2) of the calorimeter.
3. Fraction of shower energy in ti%&! EM layer (EM3) of the calorimeter.
4. Fraction of shower energy in thé" EM layer (EM4) of the calorimeter.
5. Width of the shower in the ¢ plane in the EM3 floor.

6. Logarithm of the total shower energyg,,(Etotal)

7. Expected width of the z position of the primary vertex, /o,

The elements of the covariance matrix (M) are given by Eq0 5.1

N
My = 5 (e = () - (2]~ (@) (510)
n=1
H=M"! (5.11)
7
X = D (@l = (i) Hyg (2 = (x3)) (5.12)

wheren is the event index andrepresents the index of the shape variable. The covariance
matrix is derived fromN MC-generated electrons using seven shower shape variabhes
H-matrix is defined as the inverse of this covariance matfg. ( 5.11). Test objectsk()

are chosen from the data events, and a likelihood for themate la similar shower shape



83
compared to the electrons in the covariance matrix is detenn The shape agreement can be

tested using & as given in Eq. 5.12.

0.25

0.2

—-Signal
—-—Bgd

0.15

0.1

0.05

Hmx7

Figure 5.5.y2 distribution of a covariance matrix (H-matrix) with seveariables is shown for
real electrons (blue) and fake electrons (red). By placiogt#y? < 50) one can separate real
electrons from fake electrorjig6.

The shower shape of an electron or a photon can be distiregifstim that of a jet by the
use of covariance matrix. The longitudinal and transvelnesver shapes, and the correlations
between the energy depositions in the calorimeter and pnesicells are used to distinguish
electrons and jets. A separate matrix is built for each rirgatorimeter cells with the sanje|
coordinate. Each cluster is attributeg/g,,,, which measures how closely the shower shape
of an electron candidate matches the expectation from aiionl The shape of H-matrix?
for signal and background are different, which is evideonfiFig. 5.5. By placing a cuti(e.,

X3 w7 < 20, for example) one can distinguish an EM showers from hadishowers.

e Likelihood
The use of a likelihood in electron identification enhand¢esdeparation of good elec-

trons (the signal) from “fake electrons” by considering si@pes of kinematic variables for
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each of them built into the likelihood. The term “fake electt is used to describe any object

that is not a highpr electron {.e., backgrounds). These backgrounds include photons and jets
dominated by a leading neutral pion which decays into twot@® (- — ~v). In either
case there may be an associated track in the road to the EMrctlige to a photon conversion

(y — eTe™), or alow energy charged hadron close to a photonsd. &he seven parameters

in the likelihood[76] (defined in Eq. 5.13) are listed below.

_ Psig(x)
) = B0 + P 513)
7
Pig(x) = [ [ Peiei(x:) (5.14)
i=1
7
and P (x) = [ ] Poigi(x:) (5.15)

1. Spatial track match probability, R{ ,;;.;)

2. Calorimeter clusteE; / Trackpr

3. The distance of closest approach (DCA) of the associatel teethe primary vertex.

4. Seven-variable H-matrix?,,..-

5. EM fraction, frys

6. The number of tracks in a cone of size R#5 in (n,¢) around the track.

7. Sum of thepy of all tracks, except the associated track, in a cone of sizé)R.
The chosen variables show good discriminating power betweal and fake electrons. The
first two variables were discussed in section 5.5.2. Isdlaighp; electrons originate from the
primary vertex, therefore their distance of closest apghd®CA) tends to be small. Lower
values ofy? - and fgy ~ 1.0 are characteristics of signal-like candidates. Thetlas
variables are track isolation variables. Tracks from goledteons are single, clean tracks
whereas photon conversion has two tracks close to each atitejets faking electrons tend to

have more tracks associated with the EM cluster.
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Figure 5.6. The likelihood discriminant for real electr¢hiie) and fake electrons (red) show-
ing a clear separation. The signal peaks at values closeetavbile the background peaks at
values close to zerfrq].

The distribution of each variable is normalized to unit aeeproduce its probability dis-
tribution. Each distribution can be used to assign a prdibpafor a given EM object to be sig-
nal, P, (x), or backgroundp,, (x), wherex is a vector of likelihood variables. Assuming that
the variables are uncorrelated, the overall probabiliinsply the product of each individual
probabilities (Eg. 5.15). By construction the likelihogd(z) approaches one for signal-like
candidates and zero for background-like candidates. Thieidikelihood allows variables to
be weighted by their effectiveness in discriminating slgr@am background. The likelihood
discriminant for real and fake electrons are shown in Fig. 3 he separation power of the
likelihood discriminant is evident from this plot. A cut ometlikelihood (.e., EM-likelihood >
0.85, for example) can be used to distinguish signal (shovntue) from background (shown
in red). Likelihood-based confirmation of electron cantkdehas been proven to be efficient
compared to cuts on EM fraction, isolation, track-matchamgl H-matrixy? by themselves.
This is due to the fact that likelihood allows variables toiraghted by their effectiveness in
discriminating signal and background unlike the converdl@uts. It also considers the entire

shape of signal and background distributions to distirgtliem[78].
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5.6 Jet Reconstruction

Jets are reconstructed using the Run Il improved legacy algoeithm[79] which builds
clusters of calorimeter energy deposition created by theécpes within jets. The reconstruc-
tion algorithm consists of the following stef80]:

1. The basic building blocks of the jet clustering algorithra tre calorimeter towers which
span 0.1x 0.1 (7 x ¢). The The transverse energ@y- of the calorimeter cells in each
tower is summed. A threshold of 0.5 GeV is applied. Towerdwiansverse energy
below this threshold are ignored in jet reconstruction.

2. The tower with highest transverse energy is used as a sepkdtusteringwithin a
cone of R =,/An? + A¢? = 0.3 around the seed tower. Preclusters with total trassver
energy less than 1 GeV are discarded. Towers accepted aglmgdo a precluster form
a jet. The precluster axis is defined to be the weighted centroid of the precluster
towers[81]. The remaining towers undergo the same preclustering guveeauntil the

list is exhausted, thereby identifying other preclustarthe event.

ETEZE}:ZEZ- X sin 6;

Nprecluster = Z:Z E (516)
2iFd (5.17)

¢precluster - W

3. The next step is jet clustering using all preclusters with> 1 GeV, and summing the
calorimeter cells within a cone &SR < 0.5 or 0.7. If the total transverse energy within
the cone is above 8 GeV the jet axis corresponding to thiselissdetermined using Eq.

5.16 and 5.17. All jets used in this analysis correspondAdia< 0.5 cone.
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If two stable reconstructed jets share calorimeter towtkesjets are merged if the shared

energy between the two jets is larger than 50% of the lofeljet. Otherwise each

shared tower is assigned to the closest jet.

Jets reconstructed in this manner are required to paseflgdfection cuts before they are used

in this analysis. Some of these selection criteria are destbelow:

Electromagnetic Fraction (EMF): Electromagnetic olgditte electrons tend to deposit
most of their energy in the EM layers of the calorimeter. #gtghe other hand tend
to deposit their energy more uniformly across the EM and dwadrlayers. Jets that
are composed mostly of neutral objects with sufficient eperglergo showering in the
hadronic section and therefore have a smaller EMF. Jetsegréred to have an EMF
between 5% and 95%.

Coarse Hadronic Fraction (CHF): The fraction of transeezsergy of the jet that is
deposited in the coarse hadronic layers of the calorimstealied the coarse hadronic
fraction (CHF). Jets are required to have CHF values less40&6.

Hot Fraction: The hot fraction is the ratio of transversergy in the most energetic cell
to that of the next leading cell in a cluster. It provides a nseaf controlling fake jets
created when some cells systematically register high griergositions due to problems
in the corresponding readout electronics and spuriousidiges. Reconstructed jets are
required to have a hot fraction less than 10.

n90: If the energy contained in a cell3s90% of the transverse energy of the jet, it is
most likely that the jet is reconstructed due to a single hatirameter cell.n90provides

a technique for reducing this effect, much like the hot fiatt The number of cells that
constitute 90% of the jet’s transverse energy (hence them@®) is required to be larger
than one.

L1 confirmation: Due to the undesirable noise levels in thecigion readout of the

calorimeter cells, the calorimeter trigger readout is usqatovide a confirmation of the
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cell-level readout. The trigger readout occurs at the caketer tower level and hence it

is inherently different from the cell-level readout. Noltthle calorimeter layers are read
out when the trigger decision is made at level 1 (L1, hardvarel trigger). Hence the
two readouts are different, and adjustments are made tauattar these differences to
provide a consistent L1 confirmation. The L1 confirmatione&ied in Eq. 5.18. Jets
are required to havel s > 0.4 in the central and the endcap calorimeter (CC and EC)

regions and> 0.2 in the intercryostat (ICR) region.

ZTrigger ECZF
Bt x (1-CHF)

Lloons = (5.18)

Jets are also required to be within the pseudorapidity réumge: 2.5 and have a transverse
energyEr > 15 GeV in order to be able to apply jet energy scale correst{described in

section 7.3). This is also the fiducial range fetagging.

5.7 MissingEy

The initial state momenta of the colliding protons and awotipns are in nearly oppo-
site directions along thez-direction (beam axis). The component of the total momeritum
a plane perpendicular to the beam axisy(or transverse plane) is zero, and that along the
beam direction is negligibly small. When a hard scatter egeaurs, momentum conservation
requires that the vector sum of momenta of all the final statéigles in the event be zero.
However, one cannot apply total momentum conservatioressnene particles go undetected
down he beam pipe. The fact that these particles escapessrtpky have negligible momen-
tum in the transverse plane, and thus one can apply tramsr@sientum conservation. If the
sum of the transverse momenta of the detected particlegngisantly different from zero,

this discrepancy is attributed to one or more neutrinos wkgcaped detection, with a vector
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sum of transverse momenta exactly opposite to the totattketdéransverse momentum. This

leads to the definition of Missing, also denoted ag;.

Each cell in the calorimeter is assigned a 4-vector, withreergy equal to the measured
energy in the cell, a direction pointing from the interantieertex to the center of the cell, and a
mass of zero. The transverse components of these vect@sgrareed over all calorimeter and
ICD cells. The negation of this vector is called the calotienenissingE'r. It can be expressed

as follows:
— cal - 4
Yr =-— Z Er (5.19)

The summation indekruns over all the calorimeter and ICD cells. Three otherulsefriables
related tof are defined below:

e ScalarEr: This is the scalar sum of the transverse energy of all thericaéter cells.

Ser = |Er | (5.20)

* [, and K7, Projection offr alongz-andy-axes:

Er, = Z <E27M + EquD> sin 0; cos ¢; (5.21)

i

Yry = Z (EJZEM + Equp) sin 0; sin ¢, (5.22)

%

Br =\Br,” + Er,} (5.23)

Missing £ is the sum of all the cell energies in the calorimeter. Itdai that any calorimeter
object that is mismeasured will cause the missifyjgto change by the exact amount of mis-

measurement. Corrections are made to calorimeter objketslectrons and jets, and to high
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energy muons which deposit very small amounts of energerAfach correction, the missing

E7r is recomputed. The amount of correction applied toihes given by

— cal — cal — uncorr — corr

ETcorr = ETuncorr + ET - ET (524)

Details of the corrections to missirg, are discussed in section 7.4.

5.8 b-tagging
e Introduction

The experimental signatures for quarks and gluons are jEt® identification of the
original parton (quark or a gluon) as well as its flavor (lightheavy quark) is of primary
importance. The process of classifying a jet as originaftiogh ab quark is called-tagging.
b quarks resulting from, for example, the deca$f -— bb undergo hadronization to forma
hadrons which have a longer lifetime (a few pico seconds)iaed to other unstable hadrons.
They travel a few millimeters inside the detector beforeytlecay into secondary particles
comprised of both charged and neutral hadrons. In additidhe primary interaction vertex,
events withb-hadrons have a displaced secondary vertex whereé-tisgron decayed. The
primary and secondary vertices as well as the decay lenigéhdistance traveled by thie
hadron before its decay) are shown in Fig. 5.7. Chargedgestirom the decay tend to have
high momentum as well as large impact parameters (IP) weaHRhdefined to be the closest

distanced,® that the particle would come to the primary interaction paiong its trajectory.

3dy is also referred to as radial distance of closest apprdacth,.
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Figure 5.7. A depiction of the characteristics ob-get: (1) with the displaced secondary
vertex reconstructed at the decay point dflaadron; (2) displaced tracks with large impact
parameters and high leptons .

e Taggability
In order to identify a-jet it must meet certain minimal requirements. A jet thaist@s
these requirements is calledeagablejet. Taggability of a jet is denoted &y, gqpirir,, and its
value is one for a jet that satisfies the taggability crit¢8@ listed below and zero otherwise.
e A track jetis formed from the tracks found withidR < 0.5 of a seed tracf83. All
tracks used in a track jet must have at least 2 hits in the SM&.SEed track must have
pr > 1.0 GeV and the track jet is required to have at least two srack

e A calorimeter jet is matched to a track jet within a cone\d® < 0.5.

5.8.1 b-tagging Methods

b-tagging algorithms are constructed to exploit the lontyevi b-hadrons, their large IP
and the presence of secondary vertex, and use them as diissri@distinguistb-hardons
from other hadrons. Severatagging methods that have been used at D@ are discusséd brie

in the following sections.
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e Secondary Vertex Tagging:

The secondary vertex (S\tagging algorithm identifies-jets by reconstructing the
displaced vertex where tltehadron decays. The algorithm has three main steps:

e 1, removal: Long lived particles other tharhadrons, likek?, A or pairs of electrons
from a photon conversiony(— e*e™) containtwo track verticeghat can lead to a jet
beingb-tagged. Thé/ removal procedure explicitly removes such jets by comggttie
masses of two track vertices to the known masses of thesdil@tparticles.

e Track-jet finding: Track based jet finding attempts to coreljne-clustered tracks sat-
isfying certain requirements into a cluster using a 3-d cagerithm withAR = 0.5 as
discussed briefly in the definition of taggability (sectiaB)5 At least two tracks from
the track jet having an IP significarfcarger than three and at least seven CFT hits are
filtered and used to fit a secondary vertex from which thesgsrare thought to orig-
inate. Additional tracks from the track jet are added andfithis performed until the
v? of the fit exceeds 15. The resulting secondary vertices atiediurequired to have a
decay length significanqézy\/a‘ﬁwy‘ > 5.

e Forb-tagging the jets, reconstructed secondary vertices achecto taggable calorime-
ter jets usingA R < 0.5 between the calorimeter jet axis and the momentum vettbe
vertex. If the angle between the secondary vertex decayHemgtor and its momentum

is smaller thanr/2 radians, the matched jet is considered a posititagged je{84].

e Counting Signed Impact Parameter (CSIP) Tagging:

The impact parameter is considered to be a signed quantityrespect to a given jet
axis. A track is assigned a positive impact parameter {sl® with respect to the jet if the
track crosses the jet axis in front of the primary vertex @oie the jet) and a negative impact

parameter (sIR< 0) if it crosses behind the primary vertex (away from the, jay shown in

4significance is defined as the measurement of a quantityettivig its error; here sIP &, /o (do)
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Figure 5.8. Performance of secondary verbebagging in data for three different types of
vertices defined so as to provide a flexible signal efficieressws background rate control.
Efficiency is measured as a function fake (or mistag rate, which is theb-tagging rate for
light quark jets[84].

Fig. 5.9. Positive and large IP tracks are thought to be maitgig from the decay of heavy
hadrons. The jet axis is determined accurately using thmagmyi vertex and the calorimeter
information. Tracks are within a cone &fR < 0.5 relative to the jet axis are considered and
their IP significance with respect to the primary vertex itedained. If the event has at least
3 tracks with large IP significance-(2) or at least 2 tracks with IP significance greater than 3,

then the jet is considered to be tagged. If the tagged jettlima cone of R = 0.3 around one

of the quarks, the flavor of the quark is assigned to th{8fat

¢ Jet Lifetime Probability (JLIP) Tagging:

Negative impact parameters of all the reconstructed trasgeciated with a calorimeter
jetis combined into a single variable called the jet lifetiprobabilityP;.; [86]). P;.: denotes
the probability that the tracks in a jet originate from tha@v@ry vertex. The negative side
of the IP significance distribution.e., red histogram to the left of the vertical green line in

Fig. 5.10(a), is parameterized using a sum of four Gausssriitions and is called the IP
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Figure 5.9. Sign of the projection of impact paramefgron the jet axis i(e., dy - pr) IS
positive for displaced tracks originating from the secagdaertex and negative for prompt
tracks originating from the primary vertex.

resolution functiomR (Sip). The probability that a track originates from the primargnaction

point is defined in Eq. 5.25.

—|Srp]
/ R(S]p) ds
5

—50
0
/ R(S}p) dS
—50

Niepp—1 _ g H ) Nirk

jet SIP H Z where H = H Pgrk(SIP) (526)
j=1

Ptrk(SIP) -

(5.25)

The IP probability of jetsP;..(S;p) is shown in Fig. 5.10(b) for MC light jets and in Fig.
5.10(c) forb-jets. By construction, the light jets homogeneously ogcalpprobability values
between 0 and 1 whilejets are distinguished by small probability values. Fbtratks in a jet
(denoted byV,,,) the jet lifetime probability is determined using Eq. 5.2@ts are identified

asb-jets by requiring this probability to be less than a presdte.
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Figure 5.10. (a) Signed IP significance distribution foitidlavor jets (in red) and b-jets

(in blue) showing an excess of tracks on the positive sidechvig a signature of displaced
tracks from the decay of heavy hadrdB§]. (b) The probability distribution for MC light jets

reconstructed using positive (yellow fill) and negativesg@n fill) IP tracks and (c) the same for
MC b-jets showing an excess of positive IP tracks at low prolighiblues[86)].

e Soft Lepton Tagging (SLT):

Soft lepton tagging identifielsjets by the existence of a muon inside the jéthadrons
decay almost always into charm hadrons which further deeay-geptonically with a branch-
ing fraction Br¢ — uX) = 9.58%][87]. In addition,b-hadrons decay semi-leptonically with a
branching fraction Bi{ — 1X) = 10.95%[88]. Thus about 20% df-jets are associated with a
muon. In contrast, the light hadrons produced in light jétsse do not decay semi-leptonically
or have a long enough lifetime to survive passing througld#tector before decaying. There-
fore a jet originating fronb quark can be identified by the presence of a muon within the jet
In the soft lepton tagger, a jet is considered as tagged if annmimatched to a jet within a

cone ofAR < 0.5[89].

5.9 Neural Network (NN) Tagging:

The Neural Networkb-tagging tool combines the powerful variables used in taggi

algorithms discussed in the previous section to distirgbeavy flavor jets from light flavor
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jets. The NN tagger achieves a significant enhancementagging efficiency and a reduction

in the mistag rate, both in data and simulations. Its bengféquivalent to a doubling of
the luminosity[90]. The neural network is trained using sevehadron lifetime observables
which show discrimination betweénquark and light-quark jets. These variables are listed in
Table 5.1 in their order of relative importance, as deteedifiom training the neural network.

The SLT tagging variables are not used for the NN input siheg fare used to estimate the

Table 5.1. Neural network input variables chosen to disfistgb-jets from light-quark jets,
listed in order of relative importance.

Rank Variable Description Tagger
1 Decay length significanqéixyy /a‘ Loyl of the displaced vertex SVT
2 Weighted combination of the input tracks’ impact paramsignificanced, /o4, CSIP
3 Probability that the jet originates from the primary iatetion vertex JLIP
4 x*/Ngy of the fit to the displaced vertex SVT
5 Number of tracks used to reconstruct the displaced vertex VT S
6 Mass of the tracks used to reconstruct the displaced vertex SVT
7 Number of displaced vertices found in the input jets SVT

NN b-tagging efficiency. The calculation éftagging efficiency requires tagging algorithms
uncorrelated from the ones used to construct the NN. It hexs Siegown that SLT is uncorrelated
with the JLIP, SVT and CSIP taggej81]. The network is trained using — bb and QCD
bb processes for heavy flavor signal-like events and> ¢g and QCDgq production for light
flavor background-like events. The neural network prodwcesntinuous output of a single
variable which peaks at one for heavy flavor jets and zeradbt flavor jets as shown in Fig.
5.11. The NN output shows a significant separation betwgets (green histogram) and fake
jets (red histogram). A fake jet is a jet that passes the ispléction cuts for the NN-tagger

and has a loosely definéetag.
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Figure 5.11. Output of the NN showing a separation betwegmasip-quark jets) and back-
ground (light-quark jets). Signal peaks close to one and#uground peaks close to zero.

A particular value of the cut on the NN output (also calledogerating point can be
chosen to distinguish the-quark jets from light-quark jets. A jet is said to either §sa
(considered as &jet) or “fail” (considered as a light-jet) at a chosen opie@point. Several
operating points are defined for different cut values andh éacharacterized by a particular
b-tagging efficiency and a corresponding mistag rate. Thé/en@perating points available are
summarized in Table 5.2.

The NN tagger achieves a large performance gain over thetdgtfer, with increases in
efficiency up to 50% for a fixed fake rate. It also reduces tke fates by roughly a quarter to a
third of their corresponding JLIP values for a fixed signéicefncy. This fact is illustracted in
Fig. 5.12 which shows the comparison of the JLIP and the Nijeegy whose efficiencies are
plotted as a function of the fake rate. Thus the NN tagger detnates a higher performance
over the individual taggers and can be used to better digtaieb-jets from light-quark jets.
The NN tagger has significantly better efficiency comparetlLt® tagger for allh (blue curve
in Fig. 5.9).



Table 5.2. Efficiency and fake rate of the NMagger for different operating points.

10.0 15.0 20.0 250 325 450 500 650 775 850 90.0 925

749 722 69.6 659 608 59.3 537 47.6 43.95337.1
Total Syst. (%) 1.67 158 147 131 129 137 145 134 15511133 143
CC Mistag (%) 11.1 8.16 6.06 4.66 3.28 202 168 096 055 0843 0.17

ICR Mistag (%) 10.8 7.93 5.86 4.48 312 184 150 080 0.4140.0.17 0.13
EC Mistag (%) 109 8.08 592 435 298 169 135 0.65 0.23 0QaD9 0.06

NN Cut > (%)
Efficiency (%) 77

86
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Figure 5.12. Comparison of the performance of NN and JLIBeagusingZ — bb andZ —

qq samples. The errors represent the full statistical aneésyatic uncertainties in the samples.
The NN tagger has smaller uncertainty on thiagging efficiency, but larger uncertainty on
the fake rate for lower operating points.



CHAPTER 6
DATA AND MC SAMPLES

6.1 Data Processing Chain

Data collected by the D@ experiment between April 2002 arutd@y 2006 are used
in this analysis; they are referred to as the Run IIA dataBee¢. recorded data is digitized and

stored on tape. Reconstruction is the first step in the dat@epsing chain. A dedicated-

d@reco T™BE Fixing
FIXED-TMB

Skimming
d@correct

h
| SKIMMED-TMB |

CAF

h 4
CAF-ROOT
TREES

Figure 6.1. A flowchart depicting the data processing chain.

construction farms used to perform the reconstruction of raw data using tbgnam d)reco.
The result of this data processing is a data tier called th€ B&sisting of many Event Data
Model (EDM) chunks. These EDM chunks contain the resultbeféeconstruction algorithms
and require a large storage space per event. Reconstrigt@iso the most time consuming
step in terms of the computer CPU utilization. In order toehdata of manageable size which

can be stored on computer hard-drives, a compact data featied the thumbnail (TMB) was

100
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designed to have a single EDM chunk with a subset of the DSA mhatked into it. The recon-

struction program was modified to produce the thumbnail olegaldition to DST’s. Over the
years of detector operation, various problems with somé®sub-detectors were uncovered
and remedied, and thus, a method of applying correctionset@arlier recorded data was re-
quired. The resulting phase is calliing, which is a way of reconstructing the event from the
thumbnail data as an alternative to running the completenscuction program. Two passes
of fixing were carried out. In the first pass the vertex reaasion was corrected, and in the
second pass corrections were applied to remedy calorithatdware problems. The T4922]
algorithm was used to suppress noisy cells as well as efectrooise in the calorimeter.

The Common Samples Group (CSG) assumes the task of providiuged datasets
suitable for various physics analyses. This process isadskimming Skims are identified by a
dataset definition and a name with which they can be uniquegssed. Skimmed thumbnails
are processed further usidgcorrect package, which performs post-processing by applying
object corrections for muons, electrons and jets. It alsomgutes the missing transverse
energy after applying the object corrections. The resgltiata is called the Common Analysis

Format (CAF) data, and is suitable for user analysis in th©R(®3] framework.

6.2 Run IIA Dataset
Data were obtained from thEMinclusiveskim defined by the CS@4]. This skim
consists of the following definitions:
» Atleast one EM object with IB:10 or+11.
» Transverse momentum of EM object(g), > 8 GeV/c.
The complete Run IIA dataset collected from April 2002 to feloy 2006 is shown in Table

6.1. Itis available as CAROOT treedor analysis.
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Table 6.1. The Run IIA EMinclusive skimmed dataset usedimahalysis is divided into three
subsets. The total size of the dataset on tapelid terabytes, corresponding+@®35 million
events.

Dataset Definition Events (M) Size (TB) Comment
CSG.CAF_EMinclusive PASS3p17.09.03 273.9 10.45 Refixed
CSG.CAF_EMinclusive PASS3p17.09.06 22.7 0.96 Cable-swap
CSG.CAF_EMinclusive PASS3p17.09.06b 38.6 1.46 Non-cable-swap

6.3 EM-+Jet Trigger Suite

The triggers used are from the EM+Jet trigger suite and asgyded to select events
that have a good EM object and at least two good jets. Thearsgchosen for the analysis are
unprescaled for each run epoch (or trigger list) and aredist Table. 6.2. The requirements at
the three trigger levels are explained in detail below ancevebtained by querying the trigger
database. The entire Run IIA data can be classified into #imger lists corresponding to

different run ranges, labeled v8, v9, v10, v11, v12, v13&bvand v14.

Table 6.2. A set of four triggers was used, correspondingdfterdnt data-taking epochs. The
trigger terms for Level 1, 2 and 3 are listed for each trigger.

Trigger L1 L1T(or 2) L3 Tool,Cut (GeV)

EM152JT15 CEM(1,10) EM(.85,10.) Ele(ELEOOSESHT,1,15.)
CJT(2,5) 2JET(10.) Jet(SCIEX2,15.)

E1SHT152J20 CEM(1,11) - Ele(ELENLV _SHT,1,15.)

Jet(SC5JET_PV3,2,20.)

E1SHT1521J25 CEM(1,12) L2CALEM(15x) Ele(ELENLV_SHT,1,15.)
Jet(SC5JET_PV3,2,20.)
Jet(SC5JEM_PV3,1,25.)

E1SHT1521J30 CEM(1,11) L2CALEM(15x) Ele(ELENLV_SHT,1,15.)
Jet(SC5JET_PV3,2,20.)
Jet(SC5JET_PV3,1,30.)
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CEM(1,10)CJT(2,5): one calorimeter EM trigger tower withnsverse energr > 10

GeV and two calorimeter jet trigger towers witly > 5 GeV and veto on calorimeter
unsuppressed readout condition.

CEM(1,X): one calorimeter EM trigger tower withi; > X GeV and veto on calorimeter
unsuppressed readout condition.

EM(.85,10.)2JET(10.): requires two jet candidates with > 10 GeV and one EM
candidate with > 10 GeV with no preshower or tracking requirement.
Ele(ELELOOSESH.T,1,15.) Jet(SCJE®,2,15.): the trigger bit is set to true if one
loose electron is found satisfying transverse shower shegp@rements andi; > 15
GeV and two jets are found each witfy > 15GeV.

Ele(ELE.INLV _SHT,1,15.) Jet(SC5JE¥J_PV3N,Y.): the trigger bit is set to true if an

electron is found withFr > 15 GeV satisfying tight shower shape requirements. “N”

jets with Er > Y GeV are required.

Integrated Luminosity of the Run IIA Dataset

Table 6.3. Recorded luminosity for unprescaled EM+Jegetg of the Run IIA dataset.

List Trigger Luminosity pb ~!
v8 EM152JT15 23.35
v9 EM152JT15 24.73
vi0 EM152JT15 9.81
vlil EM152JT15 63.40
vli2 EL1SHT152J20 227.35
vl3a EI1SHT1521J25 55.22
vl3b E1SHT1521J30 298.21
v1l4 E1SHT152JJ25 333.57

Total 1035.64
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The luminosity corresponding to the data is calculatedgiaitool provided by provided

by the Luminosity-ID groud95]. The integrated luminosity of Run IIA dataset is 1.04fb
The recorded luminosity corresponding to each triggeainst the unprescaled trigger used for
event selection are shown in Table 6.3. These triggers@raalizabldn the analysisi.e., the
luminosity blocks that are marked as unusable by any of thedgtiector systems have been

removed. For more details refer section 8.3.

6.5 Simulated Dataset

All SM backgrounds to the Higgs signal are modeled using Mept the multijets
background which is estimated from data. This section tls#ssMC samples used and their
expected SM cross section. Background modeling and narat@ln is explained in detail in

chapter 8.

e Diboson MC Samples

Table 6.4. Diboson MC samples are generated uBNgIA MC event generator. The number
of events, cross section and the K-factors for each processhawn.

Process Events (K) ox BR [pb] K-Factor
WW — evjj 87 0.79 1.31
WZ — evjj 96 0.24 1.35
WZ — jjee 92 0.08 1.35
Z 7 Inclusive 95 1.02 1.38

Diboson MC samples have been generated usin@t@BIA [48] event generator (see
section 4) using theTEQ6L1 PDF’s. The number of generated events and their correspgndi
cross sections are given in Table 6.4. To obtain an accunaty next to leading order (NLO),

the diboson cross sections are multiplied by their resped{ifactors. The cross section for
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W(W) — lv(jj) is scaled by 31% (K-factor = 1.31) and those ot/ — (vjj andW (Z) —

jj(¢¢) are scaled by 35% (K-factor = 1.35).7 inclusive samples are scaled by 3894.

e tt MC Samples

Thett (lepton + jets) and (dilepton) samples were generated @gQ6L1 PDF's with
scaleQ® = mi + .., 7, using theALPGEN [49, 50 matrix element generator in different
parton multiplicity bins. They were combined into a singd@ple as explained in Eq. 4.1. The
relative cross sections used in the combination are showabie. 6.5. Thet cross section
(lepton + jets) is scaled by 41% (K-factor = 1.41) to obtainQNhccuracy. Thet dilepton

channel has a K-factor of 1.39 applied.

Table 6.5.tt dilepton and lepton+jetsLPGEN MC samples in exclusive bins of zero and one
light parton and an inclusive bin of two light partons.

Process Type Events (K) ox BR[pb] K-Factor
+0lp Exclusive 224 0.324 1.39
tt — bb+ 20+ 2v  +1lp Exclusive 96 0.151 1.39
+2Ip Inclusive 50 0.104 1.39
+0lp Exclusive 283 1.284 1.41
tt — bb+2j + /v +1lp Exclusive 98 0.625 1.41
+2Ip Inclusive 92 0.398 1.41

e W H Signal Samples

The signal samples consistidf H process which are generated ushYJHIA for Higgs
mass points of 105, 115, 125, 135 and 146V /c*. In order to estimate th& H contamina-
tion of the signal for the final results and the combinatioralbsignals,Z H process is also
generated for the same mass points. They are summarizednghibwe cross sections for the

different mass points (Table. 6.6).
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Table 6.6. Simulatedll’ H and Z H signal processes showing the number of events and cross
sections/ is eithere or p.

Process my (GeV) Events (K) ox BR[fb]
105 48.3 22.2
115 321 15.0
HW — bb+ (v 125 53.1 9.3
135 51.8 4.5
145 49.3 2.2
105 30.7 3.9
115 46.7 2.6
HW —bb+71r,7 —( 125 46.5 1.6
135 48.1 0.8
145 45.8 0.4
105 49.0 4.0
115 321 2.8
HZ — bb+ U0 125 47.7 1.8
135 48.3 1.1
145 50.5 0.5
105 47.8 0.7
115 50.0 0.5
HZ —bb+711,7 = ( 125 47.5 0.3
135 46.6 0.2
145 46.7 0.09

e W+jets andZ +jets MC Samples

W + jets MC samples are generated usibgGEN for different parton multiplicities.e.,
W +nlpwhere n=1,2,3,4,5 and similarly féf + nlp and to which MLM matching schenjg8g]
(see section 4.2.2 for details) has been applied. The fiatd particles from these processes
undergo fragmentation according to the Lund model uB¥IHIA MC generator. All samples
thus generated have been subjected a process of heavy #vpsKimming,i.e., additional
heavy flavored partons generated by PYTHIA have been renmtowvelotain unbiased samples.
Z + jets samples used in this analysis have not been HF-skimihtedsamples are listed with

their cross sections in Table 6.7.
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Table 6.7. List of simulatedll’ +jets (light/heavy flavor) and +jets (heavy/light flavor) with
number of events and cross sections (the light partons saniave jeppr > 8 GeV and
In| < 5). The LO cross sections given in the table are scaled by fleniog K-factors: 1.35
for W3j,Zj4, and 1.75 fodV ce, bb, Zcé, bb. ¢ is a leptori.e., eithere, ;. or 7.

Process Type Events (K) ox BR [pb]
+ Olp Exclusive 2300 4574.4
+ 1lp Exclusive 2800 1273.9
Wij — v + 2Ip Exclusive 1600 298.6
+ 3lp Exclusive 790 70.6
+ 4lp Exclusive 780 15.8
+ 5lp Inclusive 58 11.3
+ Olp Exclusive 740 19.2
+ 1lp Exclusive 261 7.9
Wbb — (vbb + 2lp Exclusive 171 2.6
+ 3lp Inclusive 164 1.7
+ Olp Exclusive 482 71.1
+ 1lp Exclusive 336 29.9
Wee — bvee + 2lp Exclusive 333 10.3
+ 3lp Inclusive 372 184
+ Olp Exclusive 1000 139.2
+ 1lp Exclusive 187 41.8
Zjj — ee + 2Ip Exclusive 93 10.3
+ 3lp Inclusive 93 5.3
+ Olp Exclusive 839 139.5
+ 1lp Exclusive 209 41.6
5] — up + 2lp Exclusive 104 10.3
+ 3lp Inclusive 104 5.3
+ Olp Exclusive 795 139.4
+ 1lp Exclusive 209 41.7
Zjj — 71T + 2lp Exclusive 97 10.3
+ 3lp Inclusive 104 5.3
+ Olp Exclusive 604 0.97
Zbb — £T¢~ 4+ bb + 1llp Exclusive 271 0.36
+ 2Ip Inclusive 144 0.21
+ Olp Exclusive 152 3.0
Zce — 0T~ +cec  + lp Exclusive 143 1.06

+ 2Ip Inclusive 172 0.6




CHAPTER 7
OBJECT RECONSTRUCTION AND SELECTION EFFICIENCIES

This chapter describes the methods used to determine thestegction and identifica-
tion (ID) efficiencies of objects used in this analysis. THeencies are measured separately
for Data eff4.:,) and MC ¢ff,,..). The MC is tuned for a given efficiency using a multiplicativ
factor (also called the scale factor) givendpy= effy,. /eff;,. and is applied to each object. The
“tag and probe” method used to evaluate electron identificdEMID) efficiency is explained
in detail in section 7.1. The jet ID efficiencies and the je¢rgry scale corrections are outlined
in section 7.3. The propagation of these efficiencies touatalthe missing transverse energy
(Missing Er or Er) is given in section 7.4. Finally, thietagging efficiencies are considered in

section 7.5.

7.1 Electron Reconstruction Efficiency

The event selection for the current analysis involves a fitek electron. Single electron
efficiencies are measured using samples rich lmosons. They provide clean signal events of
7 candidates whose properties (the invariant mass and thiawade very well understood.
The decay of theZ in the electron channel.¢.,, Z/y* — e*e™) provides a useful means of
evaluating the EMID efficiencies using the so-called tag prabe method. The background
contamination in these samples is negligible, renderiegith good choice for this study. To
avoid biases in the selection of electrons, the efficiermiesneasured for each electron rather
than for each event. Either of the two highgstelectrons in the candidate events can be chosen

as the tag, with the other the probe.

108
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7.1.1 Tag and Probe Method

Z/v* — eTe” events are chosen for study and the dielectron invarians masquired to
be consistent with that of & boson. One of the electrons is considered the “tag” and tier ot
is the “probe.” The tag electron is required to satisfy gfeint reconstruction criteria (cuts), in
order to improve the purity of the sample. The other elecisased as an unbiased probe. The
efficiency is defined as the fraction of events for which thabpgrelectron passes the cut relevant
to the efficiency being determined. To minimize bias in theasuement due to background
contamination, the purity of the sample is estimated bynfitthe dielectron invariant mass
peak using signal and background hypotheses. The backdjsulstracted sample is used
in the efficiency determination. Efficiencies are binned dsretion of kinematic ) and

detector {p, Paet, 20) Variables.

7.1.2 Signal and Background Modeling

To find the number of reaf candidates prior to and after the requiring the reconstrdict
probe track. The invariant mass spectrum is modeled usirmggaiah (f5;,) * signal shape and a
continuous background shape of falling exponential withaxg turn on fx,), as given in Eq.
7.1. The background shape models the Drell-Yan spectrunthencbombinatoric background.
The fit parameters;, i = 0,1, ..., 6 are shownin Table. 7.1(b). The fitis performed iteratively

until the fit parameters stabilize. A detailed descriptiénhe fitting procedure can be found

in [97].

ftot = fsig + fbkg (71)
aon)

z

fsig(x) = ay - Voigt (x — ag, ai,

Jorg(7) = ag - Erfc (a4 - (ag — x)) o—as(@—msz)

1Convolution of a Breit-Wigner profile with a Gaussian.
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Figure 7.1. The dielectron invariant mass spectrum is showa). The histogram represents
data, the signal shape is a Voigtian (blue curve) and thegraakd is modeled as an exponen-
tially falling distribution (green curve). The sum of theawit functions is shown in black. (b)
The values of fit parameters and their description.

A semi-log plot of the dielectron invariant mass of the caati events chosen for study
is shown in Fig. 7.1(a). A log-likelihood method is used taHi range from [32,105fxeV /c2.
Typical values of the fit parameters are also shown in thedigrom the fits, the total number
of real Z candidates is found within an invariant mass window [80]1G6V /c? by subtracting
the fit value of the background function at the center of eaclfrom the total number of events

in that bin.

7.1.3 Event Selection Criteria
1. Candidate EM objects must pass the following preselectiber@:

o Fp > 25GeV.
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e EMID =10, +11.

e EM fraction> 0.9.
2. Candidate tracks must pass the following track criteria:
e pr > 12 GeV
1.5< |np | < 3.6 (EC Region){np | < 1.1 (CC Region).

Distance of closest approach in the transverse pldn€;4| < 1.0 cm.

Track does not overlap with a muon candidatei(tracky:) > 0.2.

0.1 < ¢n0q Of track at calorimetex 0.9 (CC Region Only).

Track must be isolated — sum of trapgk in a cone of 0.4 around the candidate

track must be< 3 GeV.
e At least one SMT hit.
3. Additional criteria are imposed to ensure events are ssldobm Z boson decay.
e Both legs must originate from the same primary vert&x(EM Object, Track)<
2.cm.
e Tracks must be sufficiently back to back in azimuttyy(EM Object, Track)> 2
rad.
e The invariant mass of track and EM Object pai65 GeV /c2.
4. Trigger Selection
e The EM candidate must pass the trigger requirements fomat tene unprescaled
trigger in the trigger combination.
A tag is a track-matched EM object which satisfies the abogairements and the following
additional selection:
 Calorimeter isolation< 0.15.
 x? of H-Matrix(7) < 12 in CC region;? of H-Matrix(8) < 20 in EC region.
* EM object has &/ /p track match.

» Trackpr/o,, > 1.
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All track-matched EM objects in an event are tested as paleags. The probe is a track that

is back to back inp with the tag electron. Probe tracks from all the (EM obje@¢k) pairs
which satisfy items (2) and (3) above are tested againstrbsefection conditions.e., item
(1). The probe track is said to have an EM object match H(EM Object, probe Trackx

0.1.

7.1.4 Preselection Efficiency

The preselection efficiency is defined as the efficiency faxlaotron satisfying the kine-
matic and geometric requirements to form an EM cluster. #dl EM objects are required to
have EM ID = 10 or+11 in EC or EM ID =411 in CC region, must be sufficiently isolated
(fiso < 0.15) and must have most of their energy deposited in the EM podidhe calorimeter
(fem > 0.9). The number of real electrons that satisfy the imposed itiond out of the total
number of signal events obtained using the fit describedaticse?.1.2 yields the preselection
efficiency. It can be expressed mathematically as in Eq. heraP, (F,) are the number
of signal events that passed (failed) the preselection @ltother efficiencies are measured
relative to the preselection efficiency.

P
€Epresel =
presel = p L F,

(7.2)

In Fig. 7.2(a) the preselection efficiency is shown as a foncof n, of the probe
track. For|np | > 2.0 statistical errors are large. Fog, | < 1.1 the efficiency is close to
100%. It decreases &g, | approaches 2.0. Some of the bins have unphysical vadpes (>
1.0 ore,eser < 0.0) either due to lack of statistics or the method of backgdosubtraction.
These bins are truncated to the nearest boundary valuesebataining the scale factors.
The preselection efficiency is shown as a functiorpgefof the probe track in Fig. 7.2(b).

The electrons in the CC and EC regions do not have any fiduesafictions. The decrease
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Figure 7.2. Preselection efficiency of the probe track isnshas a function ofyp in 7.2(a)
andpr in 7.2(b). The upper plots show the efficiencies obtainedata dmarkers) and MC
(solid lines). The lower plots show the ratio of the efficigiod data to MC (which is the scale
factor or the correction factor). In the right plot the pilesdon efficiencies and scale factors
are shown as a function of- separately for for CC and EC probe tracks.

in preselection efficiency at low, is because of the electrons close to the, boundaries,
which are in the non-fiducial volume and therefore have timeiasured energy lower. The EC
region suffers from low statistics. The scale factors apselto unity for both the CQfp| <
1.1) and EC region (1.5 np < 2.5), and as a function gf; of the probe track (as shown
in the bottom row of Fig. 7.2(a) and Fig. 7.2(b) respectiygeiydicating similar preselection
efficiencies in data as well as MC events. A summary of thegbeetion efficiency is given in

Table. 7.1.
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Table 7.1. Average preselection efficeincy in data and MQGrand EC probe tracks.

€Epresel (%) cC EC

Data 99.2£ 0.2 99.0+£0.3
MC 99.8+ 0.1 99.4+£0.1

7.1.5 Post-preselection Efficiency

Post-preselection efficiency is defined relative to the glezsion efficiency. Given an
electron (probe track) satisfying all the preselectiorsalgfined in section 7.1.3, additional
tighter selection cuts are applied according to the_tight (v3) electron definition given
below. The ratio of the number of probe tracks passing thedigselection to those that pass
the preselection cuts defines the post-preselection eftigieThe post-preselection efficiency
takes into account the track-matching efficiency, the spagameter H-matrix efficiency and
the EM-likelihood efficiency of the electron measured widspect to the preselection effi-
ciency.

e Calorimeter isolation fractionf{,,) < 0.15

Electromagnetic fractionf(,,,) > 0.9

pr > 15 GeV (for measuring efficiency)

x? of HMatrix(7) < 50

x? of E/p track match> 0.0

pr of the track> 5 GeV
EM Likelihood > 0.85

The post-preselection efficiency is binned as a functionyoffFig. 7.3(a)) and (Fig.
7.3(b)) of the probe track for CC and EC probe tracks. Theestadtors as a function of
electronpr andnp are indicated in the lower row.The efficiency in MC is highleart data in

all cases. The EC efficiency is lower compared to the CC redtonyp > 2.0 the efficiency
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Figure 7.3. Post-preselection efficiency of the probe triacghown as a function ofp in
7.3(a) andpr in 7.3(b). The upper plots show the efficiencies obtainedaita dmarkers) and
MC (solid lines). The lower plots show the scale factors himright plot they shown separately
for for CC and EC probe tracks.

drops rapidly. Lowp probe tracks and those that are non-fiducial tend to loweeffi@ency

in thepr region below 30 GeV/c. The lower efficiency at lgw is largely due to the tracking
efficiency of the central tracking system. The tracking &fficy is a dominant factor in the
reduction of the post-preselection efficiency. The othenpgonents of the post-preselection
efficiency are the seven parameter H-matrix efficiency andséven parameter EM-likelihood

efficiency, each measured with respect to the preselectihan the EM candidates. The

average values of post-preselection efficiencies are suimgdan Table 7.2.
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Table 7.2. Average post-preselection efficiency in dataM@dor CC and EC probe tracks.

€Epresel (%) cC EC

Data 77.6£0.3 63.3:0.4
MC 86.6+ 0.1 70.6+£0.2

Figure 7.4(a) shows the seven variable H-matrix efficienayata and MC (top) and the
corresponding scale factor (bottom) for a cut valuef,.. < 50. The average H-matrix

efficiency is close to 100% in both data and MC and the scaterfaare close to one. The
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Figure 7.4. (a) Efficiency of H-matrix with seven variablés) EM likelihood efficiency and

(c) track-matching efficiency as a function.gf for probe electrons.The upper plots show the
efficiencies obtained in data (markers) and MC (solid lind9)e lower plots show the scale
factors.

EM-likelihood efficiencies in data and MC are shown in Figl(B) (top) and the corresponding
scale factors (bottom). The EM likelihood efficiency in th€ @gion is close to 90% in MC

and slightly lower in data. One of the variables in the EM litkeod is the requirement of a
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matching track with a smaf}? to an EM cluster, which is the limiting factor in the lowering
of the likelihood efficiency. The track-matching efficienfy CC and EC probe tracks are
shown in Fig. 7.4(c) (top) and the corresponding scale fagfeottom). The track-matching
efficiency (and hence the EM likelihood efficiency) in the Egion falls off more rapidly in

data compared to MC. The scale factors reflect this behavior.
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Figure 7.5. (a) Efficiency of H-matrix with seven variablés) EM likelihood efficiency and
(c) track-matching efficiency as a functionaf for probe electrons.The upper plots show the
efficiencies obtained in data (markers) and MC (solid lind9)e lower plots show the scale
factors. CC and EC efficiencies are shown separately.

The seven parameter H-matrix efficiency as a functiop;06f probe track is shown in
the top row of Fig. 7.5(a) and the corresponding scale fadgtothe bottom row. There is no
pr dependence since the efficiencies in both data as well as BI€l@se to 100% and hence
the scale factors are close to one. The track matching eftigief probe track as a function
of pr is shown in Fig. 7.5(c) (top) and the scale factor for the santbe bottom row. There

is a definitepr dependence in the lower- region, especially for EC probe tracks, since the
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tracking efficiency is lower in the forward region. This, urn, affects the EM likelihood

efficiency which also shows a slight- dependence as shown in Fig. 7.5(b).

7.2 Trigger Efficiency

Event selection for the single electron final state usedimdhalysis is based on trig-
ger requirements. The final state also contains two or mdse JEhe trigger-based selection
mandates that we estimate the efficiency of the triggeristesy to select the candidate events.
Three different trigger suites are studied in this analgsid the trigger efficiency is estimated
for each configuration using the tag and probe method apfiedy* — e"e~ data events.
The estimate of the trigger efficiency in MC requires a sirtiataof the three level triggering
system at D@ using therigsim [98] software, which is not carried out here. Instead, the
trigger efficiencies estimated from data are applied diye¢ctthe MC events. The three trigger
configurations studied here can be classified as

a) single electron trigger suite with calorimeter-basddrimation (EMCAL).
b) single electron trigger suite with calorimeter-based &ack-based information (EM-

CALTRK).

c) single electron and jet triggers (EM+Jet).

The efficiency is determined using the tag and probe methatksasribed in section
7.1.1. The background is subtracted as described in settioch The event needs to have a re-
constructed primary vertex witlrtx, | < 60 cm. The efficiency is measured for thep_tight
(v3) definition of electron (section 7.1.5). The tag is regdito pass the criteria described in
section 7.1.3. For the trigger under study to pass, the stagted electron must have (a) L1
trigger tower passing the requiréd cut within AR < 0.4; (b) L2 object passing the required
criteria (if any) withAR < 0.4; (c) L3 object passing the required criteria withkR < 0.4

and (d) that particular trigger must have fired for that ev@iie trigger efficiency is given by
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the fraction of events where the probe electron passes the2 and L3 conditions. These

are derived for various trigger lists and are parametera=ed function ofpr andnp of the
probe electrons. The trigger efficiencies are shown in Fig far four different trigger suites,
corresponding to four data taking epochs, for the caloémiased triggerf99]. The aver-
age trigger efficiency is about 91% 2%. The EM+Jet trigger suite has lower EM thresholds
and a higher efficiency than the calorimeter-based triggers hence, they are chosen for this

analysis.

EMCAL Trigger Efficiency (V8-V11) EMCAL Trigger Efficiency (V12)

L

(b)
=‘ a

Figure 7.6. Trigger efficiencies of calorimeter-basedgeig as a function gi of the probe
electron andjp. The efficiencies are shown for (a) v8-11 (b) v12 (c) v13 andv(dt trigger
lists.
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o
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7.2.1 Normalization

From the standpoint of an analyser, using the trigger eff@es for an ‘OR’ed set re-
quires the knowledge of prescales for a given set of triggedstwo interesting scenarios can
be identified for normalising an analysis.

 Using a single trigger

» Using ‘OR’ed set of triggers

e Using Single Trigger

In this case the luminosity system keeps track of the presc&Vhen the analyser pro-
vides a list of good luminosity block numbers (LBN’s) and @ger, the luminosity system
gives the correct luminosity taking into account the preséar that trigger. In this case one
must always measure the efficiency removing any bias focptes. Otherwise one is liable to

double-count the prescales.

e Using ‘OR’ed set of triggers

When measuring a single trigger efficiency it is required tha tag electron be matched
to that particular single EM trigger. For example, if the tegger requirement is purely the
trigger ELSH30, for example, and if one wants to measure theSHBO trigger efficiency,
one would not see any prescale bias because the sample Wilt@main events where that
particular trigger EISH30 has fired for the tag electron. One would measure, irctss, the
probability that the the probe electron has fired given thhgas fired for the tag electron as
well. But what one wants to measure instead is the efficiehayd single electron has fired
the trigger taking prescales into account.

However, one can use an OR of several triggers to have an astatistics as possible

and determine the trigger efficiency of the ‘OR’ed set. Faogdihe tag to match a particular
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trigger in the ‘OR’ed set might actually bias our measuretméren it comes to prescales. As

an example imagine a situation where one would only us&H20 on the tag but are trying
to measure the efficiency for ERHT22. In this case one can get events where th&HZ22
trigger may not have fired because it was prescaled. But dherd up selecting all the events
where E1SH3O0 fired for the tag. The measured trigger efficiency willdveer than the actual
trigger efficiency, ignoring the effect of prescales. Thisation is not remedied even if one
allowed multiple triggers to fire the tag condition. To solhe problem of a trigger being
prescaled biasing our measurement, one has to make an ORg#rs where one of them
is required to be un-prescaled all the time. The luminositthe sample is then defined by
this un-prescaled trigger. We then take the prescales adttier triggers into account in our
efficiency measurement rather than using the luminosityegsys By measuring the ‘OR’ed
efficiency on the exact running period our signal sample isved from, automatically weight
each trigger appropriately by its relative exposure. Tintduides the effects of correlations and
the prescales. The condition on the tag will match the candihe probe has to pass. This
guarantees that the biases from our selection are negligibl

If one intends to use these efficiencies, the user has to be aifthe following require-
ments:

* One must only analyse LBN’s where the “un-prescaled tniggeun-prescaled. Other-
wise there will be some bias in their normalisation.

* One must match objects at each trigger level to the offlineatisince this is done during
the efficiency measurement. This will actually lead to ahdliglower efficiency since
the cuts are then slightly tighter but gugrantees that tisame bias.

» One cannot take the individual single trigger efficiene@ead merge them without know-

ing the relative exposures of the triggers and their coticeia.



122
7.3 Jet Reconstruction Efficiency

7.3.1 Jet Energy Scale Correction

The precise measurement of the four-momenta of the finad geticles arising from
the hard scatter before they interact with the detector isadlenging task. This is especially
true for jets at D@, due to the presence of four radiationtlengf detector material that sep-
arates the interaction region from the calorimeter systEne. modification of the calorimeter
electronics to accommodate the short bunch spacing of teté®m beam (396 ns) affects the
degree of compensation of the calorimeter. This leads tegyaic effects that contribute to
the discrepancy between the measured jet energy and thgyerigrarticle level jets. The goal
of the jet energy scale correction is to determine the enefgyable-particle-level jets before
they interact with the D@ detector, by applying correctitmshe measured jet enerdy01].
The corrected jet energy of the final state partons befoegantion with the detector is given

by the Eg. 7.3 in terms of five quantities, described below:

Funcorr _ ()

Ecorr _ jet

et F,x Rx S (7:3)

e Uncorrected jet energyy;/;«""

This is the energy of the jet determined by the jet reconstrnalgorithm. Jets are
reconstructed using the Run Il cone algoritfit®3 using a cone of radiuAR = 0.5 or 0.7.
The jets are required to have a minimum transverse energgelbapplied to both the particle

level jets and the reconstructed calorimeter level toneab(imter jets).

¢ Offset energy correction, O

Offset energy is defined as the energy in the calorimeter Bouances not related to the

physics processes that lead to the formation of jets. Sortteecfources include:
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e The underlying event (beam remnants and multiple part@ractions).

¢ Radioactive noise from the decay of uranium in the calor@nabsorber plates.
e Electronics noise and the pile-up energy left over from joes beam crossings.

e Multiple interactions (soft or semi-hard) in the same buassing.

DO Run Il Preliminary DO Run Il Preliminary
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Number of primary vertices
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Figure 7.7. Offset energy correction is shown as a functiojetopseudorapidity forAR =
0.5 (a) and 0.7 (b) cone jets. It is measured by adding thenattd energy density of all the
calorimeter towers within the cone. Correlation of offse¢kgy with different primary vertex
multiplicities is also shown.

The energy density in each tower is measured using minimasdients with the as-
sumption that all offset energy contributions listed abake present in this measurement. At
higher instantaneous luminosity there is a possibility ahmprimary vertices, and the depen-
dence of offset energy on the instantaneous luminositkertanto account by performing the
measurement with different primary vertex multipliciti@$e offset energy as a function of jet
pseudorapidity from the center of the detector is shown dmecsizeAR = 0.5 in Fig. 7.7(a)
andAR =0.7 in Fig. 7.7(b) for different primary vertex multiplicés ranging from one to five

or more vertices.
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e Relative response correction,

The gap between central and end cryostats is not very wéllmented, causing a non-
uniformity in response as a function of pseudorapidity. Télative response correction (also
called then-intercalibration) is designed to correct the non-unifities in the D@ calorimeter
between the central (CC) and the endcap (EC) regions. Thamidormity in response is ex-
pected to be the largest in the gap region that separatesGla@ EC cryostats (0.5 |n| <
1.8). The relative response correction is measured usewitsing transverse energy projec-
tion fraction(MPF) method with samples of photon+jet{et) and dijet events as illustrated

in Fig. 7.8. This method10Q is based on two-body process where the incoming partons

Missing E Projection Fraction Method: y+jet

Particle Level Detector Level
v Y (tag)
hadroni .
4» r:coriclanlc Jet (probe)
ﬁr:;f + ﬁT:had =0 ﬁT:y +RhadﬁT:had = _ET
E P,
Ry=1+—" "7
pT_,;f

For back -to-back events 1R, =~ R, ,

Figure 7.8. Diagram illustrating th8; projection fraction method.

produce a direct photon and a jet. Since the initial stateoparare traveling along the beam
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axis with negligible transverse momenta, the momentumereasion can be applied to the

outgoing photon and hadron (jet) ignoring the effects ofrbaation, to yeild:
p_i;“»y + PThad = 0 (7.4)

The calorimeter energy response to the phot®s,, which is primarily an electromagnetic
object, and hadronic response to the recoiledigt, are different and hence they lead to an

imbalance in transverse momenture,, £r:

Rem p}»y + Rhad p}had - _E_‘% (75)

The EM response correction tg., changes the energy content of the measured energy of the
photon, and hence necessitates a correction t@theBy adding(1 — R.,,)pr., to both sides

of Eqg. 7.5 and using this quantity together wih Eg. 7.4 weiobta

5 . — EMcorr — EMcorr — .
P7y + Rhad PThea = —Hr where [r =lr— (1 - Rew)pr,  (7.6)

by projecting theZ; vector along the direction of the photon, we can obtain thpression for

hadronic response:

— EMcorr

—Try - K = —fry - (D7 + Rhad PThad) = P17~ + Rhad PThad (7.7)
— EMcorr |
T s Ny
= Rpga =1+ =1+ MPF (78)
Pry

where MPF is the definition of/ projection fraction, and this method of determining the

hadronic response bears the same name. Figure 7.8 ilessthe method outlined above.
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The tag object (a photon in the caseygfjet) is required to be ifp| < 0.5, and back-

to-back in azimuth ) with a jet which can be anywhere in the pseudorapidity. Assg
perfect measurement of the photon energy, Apyimbalance in the event is due to the effect
of response. Thé&; imbalance is projected in the direction of the tag objeci|lastrated in
Fig. 7.8. Corrections are obtained as a function of the taggabb transverse momentum. A
similar approach is used in dijet events with two jets bazkdck in azimuth and one of them
serving as the tag. The results from the two samples are caubo obtain more precise values
of the response correction in the complete kinematic rafide relative response correction
is shown in Fig. 7.9 as a function af, for 25, 100, 250 and 500 GeV jét;. The response
corrections are large for the ICD region (08 |np| < 1.4) because of the uninstrumented
region between the central and end calorimeter cryostatse®f the energy of higp; jets
cannot be contained completely in the hadronic calorimeted hence the relative response

corrections are large for high- (> 250 GeV) jets.
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Figure 7.9. Combined relative response correction of theected probe jet energy as a func-
tion of pseudorapidity for jets with, = 25, 100, 250 and 500 Ge101].
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e Absolute response correction, R

The absolute energy response is defined as the ratio of theuneelbenergy of the jet to
the true energy deposited in the calorimeter. The absohutergy response is generally less
than 100%, due to uninstrumented regions and dead matetia¢ icalorimeter. The absolute
response correction (R) accounts for energy lost in thestinimented regions of the detector
as well as the lower energy response of the calorimeter toohadcompared to electrons and
photons. This correction is determined on photon+jet sespking the MPF method after
applying offset and relative response corrections. Fit0 8hows the absolute energy response
for different pseudorapidity regions. The response in tG@ea@d EC regions are consistent after

applying the relative response term.
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Figure 7.10. Absolute energy response\dt = 0.7 jets as a function of jet energy, obtained af-
ter offset and relative response corrections. The diftarearkers show different regions, and
a global fit to all points (red curve) gives the parameteiizeator the absolute responfE)1].
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e Showering correction, S

The showering correction (S) is less related to the instniedeffects unlike the other
corrections, instead it is a consequence of jet formatiahhedronization. This term corrects
for energy deposition outside the cone radius of the recoctstd jet or additional energy
deposits within the cone radius as a result of spuriousgbestin the calorimeter. The amount
of correction is estimated by looking at the total energyad#ed in concentric cones about
the jet axis, with the cone radii varying from 0.1 to 2.0. Tisisalled theshower profileand is
used to find the amount of energy outside the cone, corrdiatiat measured inside the cone.

The correction is parameterized as a function of jet enengyigishown in Fig. 7.11

Showering correction Showering correction

) 110 e o 110 e
o DO Run Il preliminary (chne =0.5) J C DO Run Il preliminary (RCcmE =0.7) ]
1.08 n =0.0 - 1.08 N =0.0 =
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ﬂm:l_o — .06 e qje!:1_o 3
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corrected jet ET/[Ge\/] corrected jet ET/[GeV]
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Figure 7.11. Showering correction as a function of jet tvanse energy foAR = 0.5 (a) and
AR =0.7 (b)[10].

e Total Jet Energy Scale Corrections and Uncertainties

The total jet energy scale correction factgyg s are obtained using Eq. 7.9

[Ecorr 1 [Funcorr __ ()
_ Jet _ jet
fJES - [juncorr - [uncorr X Fn X Rx S (79)

jet jet
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Figure 7.12. Jet energy scale corrections (left column)ratative jet energy scale uncertain-
ties (right column) forAR = 0.5 jets in data as a function of pseudorapidity (a)fgr= 100
GeV and (b) forEr = 200GeV and as a function of transverse energy (c)7fer 0.0 and (d)

for n = 2.0. The corrections decrease with increasing jet trasswenergy, and the uncertainty
is larger for low energyf < 15 GeV ) as well as high energy{ > 100 GeV ) jets. The cor-
rections are relatively flat (30-40%) fgr< 2.0 and increase rapidly thereafter. The corrections
and uncertainties in the intercryostat region shows a bustpizture with larger valugd02].
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The total jet energy scale corrections and their unceréaras a function of two different jet

pseudorapidities and jet transverse energies are showig.infFL2 Relative jet energy scale
corrections are typically around +30% to +45% for data. Tdtaltuncertainty in jet energy
scale corrections is about +2% to +5% which is dominated Isyesyatic uncertainties. The
main sources of uncertainty are luminosity dependent &ffeariations from tighter primary
vertex requirements, errors from the fits used to paranzetdéhie corrections and differences

observed when dijet data is used instead-get data when estimating corrections.

7.3.2 Jet ID Efficiency in Data
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Figure 7.13. Jet ID efficiencies in data combined from tag prabe methods in dijet and
~+jets samples are shown as a functiomgfof the jet for different pseudorapidity regions.
The green line shows the fit to tag and probe results, the biadHe fit to all results and the
black line the preferred fit of the twWd05.

The Jet ID efficiency is estimated for the basic selectiotegda applied to jets,e. the
electromagnetic fraction (EMF), coarse hadronic frac{i@riF) and L1 confirmation for jets

reconstructed with the Run Il cone algorithid ® = 0.5). y+jet events are chosen for study
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with stringent selection criteria for the photon, whichv@sras the tag. The probe is a jet being

studied to determine the efficiency. The jet is back-to-back with the photon. To estimate
the efficiency two methods are used. The first method is a ‘tiogihmethod which gives the
efficiency of each cut based on the number of events thatwautlat cut. For example, the
efficiency for the EMF cut¢z,,r is the ratio of the number of events that pass the EMF cut
the total number of candidate events. The second methodfits antthod that extrapolates
the fit to the distribution of each variable into the cut regiand the area under that region
below the fit gives the fraction of events that are removedHhat tut. The overall jet ID
efficiency is estimated as a product of the efficiency of eatil®5 as given in Eq. 7.10, and
the systematic uncertainties are assigned using the etiiterbetween the fit method and the
counting method. The Jet ID efficiency is also derived frooiusive jet and dijet samplesin a

similar way and the results are combined.

€jetID = €emf * €chf * €L1 (710)

The Jet ID efficiency in data is shown as a function ofgetfor the CC, EC and ICR
regions in Fig. 7.13. The results show good agreement in thea@ EC regions between
the two methods and the different data samples used for.stidylCR region shows a slight
discrepancy due to the fact that the L1 confirmation in thigme is not measured wejl05.

Hence the fit is replaced with 50% signal and 50% backgroutidlar= 1 — (1 —€z,)/2. The

fit is parameterized usindpr) = po + p1 exp(—p2 - pr)(1 — gaus(ps, p4, ps))-

7.3.3 Jet Smearing, Shifting and Removal
Jets produced in MC simulations (following event generatioll detector simulation
and reconstruction) exhibit an overestimation of jet epeegolution, jet energy scale and re-

construction efficiency. The primary reason for this is ih@thtion in the modeling of the D&
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detector. The simulation output is modified to match theqrerince observed in data using

the Smearing, Shifting and Removal (SSR) metfii@¥4]. This method applied to simulated
jets accounts for the relative differences in jet resolutenergy scale and efficiencies between
data and MCq+jet events are chosen with stringent selection cuts on lleéop. The jet is
required to be back to back ip with the photon. A variable known ag- imbalance AS)
is used in studying the relative differences between dada\@; its definition is given in Eq.
7.11. The difference in mean valuesAft between data and MC provides a measure of the
relative difference in jet energy scale.

AS = ZL;]Q% (7.11)

Pr

D =< AS >4u1a — < AS >y

The pr imbalance is determined in several regions of the phgtospectrum, and the dif-
ferences between data and MC are de-convoluted by fitting$auto theA S distributions,

multiplied by turn-on curves (described by error functipres given in Eq. 7.12.

B AS — Ay (AS — AS)?
fAS—AO X {1+erf<\/_27AZ>} X exp{ — W} (712)
OAs = Opp /Dy ... (transverse energy resolution) (7.13)

These fits provide information about the jet energy scalerjergy resolution and the re-
construction and ID efficiencies. The central value of thess&an AS, describes the relative
jet energy scale. The width of the Gaussian ) describes the relative jet energy resolution
and the turn-on curve (with constards and A,) describes the jet reconstruction and ID ef-

ficiencies. To correct for the difference in jet energy raioh, the jetpr is first smeared by
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. L B 5 5 : :
a Gaussian with widtr,,,cqr = \/O’AS’dam — 0is.mc- The smearing factor is shown as a

function of photorp; for the CC, EC and ICR in Fig. 7.14
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Figure 7.14. The smearing factor applied to correcthef MC jets is shown for the CC, EC
and ICR region$104.

To account for the relative jet energy scale differencejdteare smeared with a param-
eterization obtained for the variable, which describes the amount of shift s imbalance
between data and M was found to be negligible, indicating that shifting is neces-
sary[104. The average turn-ons are shown for data and MC in Fig. 7.1&fasction of
jet pr for different detector regions. A suitable cut to apply to jets below which they are
discarded (removed) is determined as 15 GeV which is regioerevthe jet ID efficiencies

reach a plateau. If the generatedjjetis below this value, it is removed from the event.

7.3.4 Jet ID Efficiency in MC

The jet ID efficiency for MC is obtained using the same proceds described in section
7.3.2. The SSR method is first applied to simulaieget and dijet samples. The efficiency is
shown in Fig. 7.16 as a function of the jet for different pseudorapidity regions. The ratio
of the data and MC efficiency is applied as a scale factor teecothe simulated jets in this

analysis. The scale factors are shown for all pseudorgpiglitions in Fig. 7.17.
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Figure 7.15. Turn-on curves describing the jet ID efficienrcygata (left) and MC (right) for
various pseudorapidity regions as a function opjet Solid lines indicate the different regions
(red for CC, green for ICR, blue for EC and black for all regipand dotted lines indicate the
statistical errors. They reach a plateau aroun@:¢% [104.
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Figure 7.16. Combined JetID efficiencies from tag-and-pratethods in dijet and+jets
samples. The green line shows the fit to tag-and-probe seslodt blue line the fit to all results
and the black line the preferred fit of the two. Th&/ndf and parameters are shown for the
black curve[105.

7.4 Recalculation of/
K7 is computed in the transverse plane by vectorial additicgh@positive cell energies

in the calorimeter such that there is no net transverse moamrem the event. The&; of

cells is summed in several stages using each calorimetdetadior,.e., the electromagnetic
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Figure 7.17. Scale factors for correcting MC events foraasi pseudorapidity regions. The
green line shows the fit to tag-and-probe results, the bihgethe fit to all results and the black
line the preferred fit of the two. The? /ndf and parameters shown for the black cupi@y.

(EM), fine hadronic (FH), coarse hadronic (CH), intercrapsietector (ICD) and massless gap
(MG) detector410§. It can be expressed as in Eq. 7.14. Cells in the coarse hadwection
are noisy resulting in a pooréf resolution. to deteriorate. Therefore, the teZtTE%H is
omitted from the sunj107]. However, since the coarse hadronic fractfer; is an important

component in measuring the energy of jéis,is corrected to to account for this omission.
— — — — — —
BrC = BrPM 4 Bt B 4 B OP 4 gpMC (7.14)

Muons are minimum ionizing particles that deposit small ant@f energy in the detector, and
can sometimes lead to fakk-. The measured energy of the muons is subtracted fronfthe

to account for this difference. The EM energy scale coroest(for electrons and photons) and
jet energy scale for good jets alter the Hetin the event. Therefore corrections are propagated

to K after the EM and jet energy scale corrections.
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7.5 b-tagging Efficiency
The MC simulation of the tracking detector at D@ and the pemmce of tracking algo-
rithms do not fully describe the real data. The tracking isriwoptimistic in both the quality
and number of tracks found in an event, which leads to an cstanation ofb-jet tagging
efficiency in MC compared to data by about 15-20P@9. Henceb-tagging is applied to data
and MC differently.

7.5.1 TRF and TSF Methods

Two equivalent approaches to tagging MC jets are discussesl The first method is
to calculate the overall probability of tagging a subsetat$ in a MC event based on the so
called Tag Rate Functions (TRF). This method is referred tb@ TRF method in the following
sections. The second (equivalent) approach is to direaglytte jets in the MC events as though
they were real data, but apply a scale factor called the Tgg8cale Factor (TSF) to correct
for the tagging difference between data and MC. This methoeferred to as the TSF method
in the sections to follow. The main distinction between tiitFTand TSF methods is that the
former does not tag MC jets directly, but provides an overadint probability of the jets being
tagged, whereas the latter tags the MC jets and appliesectiom factor (event weight) which

accounts for the difference in MC and data.

7.5.2 Tag Rate Functions (TRF)
The probabilities for the NN algorithm to identify (or tag)bget, charm-jet or light
flavor jet are measured using data and are called the the Tag=Ractions (TRF). The TRFs

corresponding té, ¢ anc light jets are, respectivel{,RFy,, T RF,. andT RF;. The probability
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that a jet is tagged in an event is given by the product of ggahility (described in section

5.8) and the tag rate function, whetg, i, € {0,1}

leet( ) Etaggabzlzty X TRF( ) (715)

This can be extended to calculate an overall probability ghaubset of a total of N-jets in
an event are tagged. For example, the equations below givertibability of one/two out of
N-jets being tagged. Denoting the probability of taggine et asP ., (%) and that of tagging

two jets asPs,,s(7), we obtain:

N
Pltag Z Ptag i H Ptag (Jj‘_;) (716)
2#]
N
P2tag meg €Z; Zptag l’g H 1 —ng< ) (717)
J#i k#i#j

e Determination of TRF

A system of eight equations with eight unknowns (which ideluhe NNb-tagging ef-

DATA
b— ©?

ficiency € as one of the unknowns) is construcféd( by equating the number of tags
found by two uncorrelated tagging algorithms (NN and SLT)two different data samples
having differentb-jet contents. The first sample has relatively lesontent by requiring at
least one muon withr > 4 GeV inside a jet oA R = 0.7. The second sample is a subset of the
first, heavilyb-enriched with one of the jets having a low impact paramelelR) probability

(< 0.01), which indicates that the jet originated from a dispthsecondary vertex, possibly
from a semi-leptonic decay of the B-mesas {~ D/v). The eight equations include the cor-
relation between the two tagging algorithms, the taggirfigiehcies forb, ¢ and light quark

jets as well as the number of tags found by the two algorithms.
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To estimate the tagging differences between the data andiGjet tagging efficiencyg)', )
is also measured. The ratio of these two efficiencies is @& daator (SF) which provides a
measure of the variation in tagging rate caused by thesereiftes. The efficiencies and scale

factors are parameterized as a function of detector psepuity and jetp;.

SFyn(pr.n) = e (7.18)

The above scale factor is derived only for semi-leptoni@gtecbut it is assumed that the same
scale factor can be applied amy MC efficiency (for example an inclusive dec&y— X) to
account for the differences in data and MC. Any effects of #esumption on thigtagging of

MC are assumed to be sm{ll]. This allows one to define an inclusitget TRF as

TRFb(pT 777) = Et’\)AE» INC X SFb—>p<pT7 7]) (719)

Similarly, one may define an inclusivget TRF by including an additional scale factor for the

relative inclusive-jet to b-jet efficiency in MC:

€,
TRF.(pr ,n) = TRE,(pr ,n) x —==NC (7.20)
b — INC

The NNb-tagging efficiency corresponding to tbkelLooseoperating point is shown as a
function of jetpr and detector pseudorapidity in Fig. 7.18(a). The averdygesfcies for data
is ~64% and for MC~68% and show a minor dependence orpjein the lowerp, region (pr
< 30 GeV/c). The systematic errors are indicated by the blatted lines. The scale factor
is the ratio of the data to MC efficiencies and is shown in sblice. A similarpr dependence
can be observed fdiightoperating pointin Fig. 7.18(b), but the corresponding edfficies are

slightly lower,i.e., ~52% in data and-58% in MC.
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Figure 7.18. NN taggei-jet efficiency as a function gir (left) andnp (right) for oldLoose
(top) and tight (bottom) operating points. The red (greeaykars correspond to MC (data)

and the corresponding curves are the best fit. The blue caeiscale factor and the black
dotted curves indicate the systematic uncertaintiéstafging.

Thenp dependence df-tagging efficiency for both operating points show a flat beha
ior for central region and the efficiencies drop significamati forward pseudorapidityrp| >
2.0) because of poor tacking efficiency and jet identificgatishich affect the taggability. The
average efficiencies for data and MC av€0% and~65% respectively fooldLooseoper-
ating point. The corresponding efficiencies flight operating point are-48% and~55%

respectively. The tagging efficiencies and scale fact@sammarized in Table. 7.3.
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Table 7.3. Averagé-tagging efficiencies for oldLoose and Tight operating poas a function
of jet pr andnp are shown for data and MC. The ratio of the data to MC is usedtaito the
scale factors, which are used to correct the MC efficienciesdtch the data.

oldLoose (%) Tight (%)
pT D PT 7D

data 64 60 52 48
mc 68 65 58 55

scale factor 94 92 90 87

Avg. Efficiency

7.5.3 Taggability Scale Factor (TSF)

The taggabilty of jets in data and MC are shown as a functiatetéctor pseudorapidity
in Fig. 7.19(a), and of transverse momentum in Fig. 7.1%(loyyg with the scale factors (ratio
of taggability in data to MC). The taggability in data and M@dathe corresponding scale
factors show a similar behavior to theagging efficiency. As a function of jet- they show a
slight dependence in the lowgr region and reach a plateau. As a functiomgfthey are flat
in the regionj.e., |np| < 1.5 beyond which they drop rapidly due to poor jet identifmagand
tracking in the forward pseudorapidity region.

The taggability cirteria discussed in section 5.8 is ddferfor data and MC jets. In order
to use taggability in the TSF method, it is necessary to deter the taggability rate for data
and MC. The taggability of jets in data and MC is determined &ction of jetp; andn by

the ratio of the number of taggable jets to the total numbgetsfin the sample:

DATA
EtDaAT/;bility@T n) = Naggaidr -1
% Nt (pr ,1)

(7.21)

Etag, bili (pT 77) = Ntl\a/l&labl&m 777)
tagga ||ty ? ]Vt](\){a?(p’f 777)

(7.22)

DATA
SF, o 6tag(_:]ability 7.23
taggability — EMC ( ' )
taggability
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Figure 7.19. Taggability scale factors as a functiompfleft) andp (right) for data and MC
(top) and the corresponding scale factors (bottom). Thaféumpeters and functional form are
indicated for a fit to the scale factors.

The taggability and the tagging efficiency are applied tadatd MC, which is described in

section 8.7.1.



CHAPTER 8
DATA ANALYSIS

The D@ collaboration has previously published a searchiféf associated production
in the evbb decay channel using74 pb~! of integrated luminosity111]. An update of that
result, using thevbb andvbb decay channels and a larger dataset of 04 i under review
for publication[112. The CDF collaboration has published a similar search basé&20 pb*
of data[113 and recently presented an update of the search with 0/9dbdata[114. The
analysis results presented here correspond to a total 4ffti:0 of Run IIA data recorded
by D@experiment. Event selection criteria, search opttnin and comparisons of data and

background expectations are presented in the followingosec

8.1 Analysis Strategy

: b
antiproton <

Figure 8.1. A leading order Feynman diagram showingithd associated production. The
Higgs decays intdb pair while thell decays into a lepton and a neutrino .

The search strategy involves selecting candidate evemtespmnding to the process

pp — WH — (vbb, as shown in Fig. 8.1. This event sample is labeletias 2 jets. The

142



143
final state of interest (the signal) has a lepi@y an electron or a tau & e or 7, where the

7 decays in a leptonic mode), a neutring (hich is inferred from missing transverse energy
(Zr) and two b-jets that originate from tthé pair. The Higgs decays into twequarks which
hadronize to fornd-jets. The invariant mass of the dijet system is an impodgsdriminant in
the overall search strategy. Thereforeagging of jets is crucial to this analysis. Events with
two or three jets with at least one of theértagged are considered in this analysis.

All Standard Model (SM) backgrounds and the signal procease modeled using sim-
ulated data except for the multijet (QCD) background, whgchstimated from real data. To
achieve maximum search sensitivity, fhe+ 2 jets analysis is separated into four disjoint sub-
sets. Two of the subsets are basedwagging: events containing exclusively singleagged
jet (exclusive single tag, EST analysis) and the other with jetsb-tagged (double tag, DT
analysis). Based on the detector acceptance, the anayiigher divided into two disjoint
sets: CC analysis and EC analysis. The CC (EC) analysis edbais event selection with
an electron in the central (endcap) calorimeter. The digssrspectra from the four analyses
(CC-EST, EC-EST, CC-DT and EC-DT analyses) are combinedargingle search result. A
control sample with an additional gluon jet in the final stat@ssibly radiated from a Higgs, is

also considered for analysis. Accordingly, the control giens labeled a$l” + 3 jets.

8.2 Analysis Flow

Figure 8.2 indicates the different steps involved in thelysis chain. Collider data
(labeled as RAW Data), which is stored on tape (indicatedfdd #hich stands for sequential
access metadata) is first skimmed with a loose preselec@mdection 8.4) in order to reduce
the size of the dataset to a manageable proportion. The skdhdata is stored in thumbnail
format (see section 6.1) and contains all the reconstrtiggtts for each event. The skimmed

thumbnails are converted into a RO(¥3] format for user analysis.
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Figure 8.2. Analysis flowchart indicating the flow of data amhulated events from initial
storage to analysis framework and subsequently into higtog for physics analysis.

Events are required to pass the data quality criteria (set@se8.3), following which
the jet energy scale corrections (including the semi-leigtaorrections possibly due to the
presence of muons in the jets) are applied to all the jetsaretent. Electrons undergo energy
scale and smearing corrections due to detector resolutieat® Jets that have an overlap
with electron candidates withAR < 0.5 are removed from the event. EM+Jet trigger based

selection is performed as a next step following whi¢h is recalculated. The tight event
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selection criteria (refer section 8.4) is applied to setertdidate events with one electrdfy;

and exclusively two jets foFl” + 2 jet analysis (exclusively three jets fdr + 3 jet analysis).
NN b-tagging algorithm is applied to select the exclusive snigigged and double tagged
events. These steps are performed as a part ditheanalysis framework shown in Fig. 8.2.
Simulated signal and background events (which have underfydl detector simulation
and complete reconstruction) also have a similar flow as ¢lieler data, except their object
ID efficiencies, trigger efficiencie$rtagging efficiencies are scaled (using the scale factors
described in chapter 7) to reproduce the efficiencies ofdat. They undergo the same event
selection criteria and the steps involved in th&{ analysis framework. All simulated signal
and background events undergo identical event selectitariaras in data. Kinematic and
geometric properties of electron®; and jets are booked as histograms. QCD background is
estimated using the loose and tight samples (will be distlgssection 8.5.6). The SM back-
grounds are normalized to their cross sections exdéptjets background which is normalized

to the luminosity after subtracting all the other backgmaifrom data (see section 8.6.1).

8.3 Data Quality
The data quality grouppl1y provides users with a list of runs and luminosity blocks

(LBNs) that are flagged asompromisediue to various reasons during data-taking. The runs
and LBNs that are marked as corrupted by any of the calormm®MT, CFT trackers, muon
spectrometer and the luminosity system are removed befgraelection criteria is applied.
The cal_event_quality package[11§ rejects events that are classified as bad for different
running epochs. Some of the problems include “ring of firepmaoise, missing crate and
coherent noise”; the events corresponding to these epoehgmoved. In addition, some of

the luminosity blocks are not normalizable for a given teggvhich are eliminated from the
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analysis. The percentage of events that are removed frodatheset due to data quality issues

IS ~7%.

8.4 Event Selection Criteria
8.4.1 Preselection Cuts
The RunllA dataset~{335 million events), is the starting point for this analy$tsents
are selected from thEMinclusiveskim (see section 6.2 for definition) based on BEM1TRK
event flag. Additional selection criteria are applied to HM object and jets — these referred
as the preselection cuts:
» One calorimeter EM object witfiD| = 10, 11 and transverse momentuym > 8 GeV
and a track withpr > 5 GeV matched to the EM objedEM1TRKdefinition).
e EM Fraction: fz,; > 0.9.
« Isolation fraction:f;,, < 0.15.
* Seven-variable H-matrix?,,, < 50.
« Transverse momentum of the track matched to the EM clypéter- 5 GeVic.
* \? probability of spatial track matck 0.0.
» Additionally thepr of the EM object is required to be 15 GeV/c.
» At least two jets, each with; > 15 GeV/c after jet energy scale corrections.

The total number of events passing the preselection cut§%,000 events.

8.4.2 Post-preselection Cuts

The event selection after preselection (post-preselecisoseparated into two parts —
the CC Analysis and the EC Analysis. The CC Analysis corredpao the selection of events
with an electron in the central region of the calorimeter YA@ order to increase the accep-
tance, events having electrons in the forward region (epccadorimeter region, EC) and the

gap region situated between the central and the endcaproater in the pseudorapidity range
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1.1< |np| < 1.5 (referred to as the ICD or gap region) are included in ti@dyais called the

EC Analysis.
The post-preselection selection criteria is summarizéaite

1. CC Analysis:

e Electron: The event must have exactly one reconstructetretewith a transverse
momentunpr > 15 GeV/c within a pseudorapidity range| < 1.1.
e Missing transverse energy: Correctd in the event is required to he 20 GeV.
2. EC Analysis:
e Electron: One reconstructed electron in the pseudorgpietiion (.1 < || < 3.0)
with pr > 20 GeV/c
e Missing transverse energy: Correciggd> 25 GeV.
The selection criteria common to the CC and EC Analyses aendielow:

e Jets: The jets used in this analysis are Run Il cone type jetsavadiusik = 0.5. All
jets are required to pass the L1 confirmation (Eq. 5.18) ireotd be considered for
this analysis. In addition, the jets are required to satiifyf the criteria explained in
section 5.6. Events containing two or three jets with> 25 GeV/c for the leading jet
andpr > 20 GeV/c for for second and third jets are selected. The cutapéed after
their transverse momenta are corrected with the jet enarglg &nd ICD hot cells are
removed. In addition, each jet must lie within a pseudorifyid| < 2.5. The following
cuts ensure that the jet energy distribution in the vari@yis of the calorimeter is
reasonable and that the jets are not constructed from gsueitergy depositions:

— Energy fraction in the EM layers of a jet is required tolb@és < EMF < 0.95.
— The energy fraction in the outermost layer (coarse hadyasicequired to be
CHF < 04.
e Triangle cut: There is a small probability of low energy j@tdich not electrons) passing

the electron selection criteria. These jets are cdl&d electronsin such cases, the dif-
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ference between the electron and jet reconstruction algosileads to a small amount of

K along the same direction as the electron. Jets can alsolgivenergy mis-measured
or mis-calibrated leading to a small amountf back-to-back in azimuth with the jet.
These sources of mismeasurement are difficult to model indbkground measurement.
Without sacrificing much signal in terms of signal accepégiiicis possible to eliminate
these kinematic regions by applying a 2-d cut called tharigie cut.” The following
optimized triangle cut is applied to remove such evetts( /-, e) > 1—0.25xEr. The

cut is shown as a solid red line in Fig. 8.3.
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Figure 8.3. Distribution of the opening angle between etet and thé/ as a function o/

for (a) QCD/Multijet background sample and ()4 signal sample. The triangle cut removes
the area below the line intersecting the two axes. The effemoving this area amounts to
a negligible decrease in signal acceptance, while remavsigpstantial background.

e The EC and CC samples are each divided into two subsets taflembseandtight sam-
ples in order to facilitate the estimation of QCD/multijetdkgrounds. The distinction
between loose and tight samples is based on the electrdihdike requirement:

e Loose Sample: EM likelihood- 0.2
e Tight Sample: EM likelihood> 0.85
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e In order to minimize backgrounds that contain two isolaggddns in the final state, such

as those coming fro andtt production, the candidate events are required not to have
isolated muons with. > 15 GeV/c and no other electrons with > 15 GeV/c that
satisfy the loose electron criteria and fail either> 20 GeV/c or|n| < 3.0.

e Events with an additional lepton (muon withiim| < 2.0 or electron within|n| < 2.4)
isolated from jets and having@a > 20 GeV/c are rejected to decrease theand ¢t
dilepton backgrounds.

e Events having &,,,| < 60 cm from the nominal interaction point and with at leaseéhr

tracks originating from it are retained.

8.5 Background Modeling

The background processes can be classified into two ca¢ésgphysics background and
instrumental background. Physics background involvesighy processes which have a final
state similar tol/ H associated production. Instrumental backgrounds ariset@unismea-
surement of final state objects, primarily electrons ansl j8ince the source of mismeasure-
ment is due to identifying low energy jets as electrons, &ede jets often originate from the
QCD processes like dijet/multijet production, the termsstrumental” and “QCD/Multijet”

backgrounds are used interchangeably.

e Physics Background
8.5.1 tt¢ Production

Top quark pair production and decay is one of the SM backgtstwr the Higgs signal.
Top pairs can be classified into two categories — dileptomibhin which two leptonsy
and twob-jets are in the final state as shown in Fig. 8.4(a). The leptam either be electrons
or muons which includes indirect decaysofo electron or muon. If one of the leptons is

missing (not accounted for in the reconstruction), therfitied state can resemble the signal.
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Figure 8.4. Feynman diagrams for top quark backgroundsz (&) ¢¢vvbb (b) tt — (v7jjbb .
In the second category, a lepton, two light jéts,and twob-jets are produced which is shown
in Fig. 8.4(b). If one of the jets from the hadronic decaylBfis mismeasured leading to a
I If the other jet is highly electromagnetic and overlaps wita lepton then the final state

can resemble the signal. Another possibility is that one @arenets in the uninstrumented ICD

region or those that escape detection du@module boundaries, leading to a falle in the

event.

8.5.2 Single Top Quark Production

proton

proton

L
antiproton = antiproton

=l

(@) (b)

Figure 8.5. Feynman diagrams for the single top quark backgt: (a)s-channeltd — (vbb
(b) t-channelgb — Cvgbb .
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Single top production is a major source of physics backgidanHiggs boson produc-

tion. The two main diagrams contributing to this backgroanelshown in Fig. 8.5. The final
state fors-channel single top production and decay is shown in Figa. %t includes a lepton,
two b-jets andfr, which is the same final state as the signal. #ohannel production has
an additional light jet which, if mismeasured, or lost, vidad to an identical final state as the

signal.

8.5.3 Diboson Production

Figure 8.6. Feynman diagrams for diboson production: sghannellV* — W Z (b) u-
channelZ /vy — WW and (c)W* — ZZ production.

Diboson production includes th& 7, ZZ andW W processes. In each case there is a
lepton and?Z; plus a possible decay of one of the vector bosons into hessywhich can then
become a background to the Higgs signal. Three possiblenigadder Feynman diagrams for
the diboson production are shown in Fig: 8.6. In Fig. 8.6¢& or more of the light jets from
Z decay can beé-tagged. It is also possible that tiecan decay directly intdb pair which
could lead to an identical final state. Similarly in Fig. &pone of thell” decays hadronically
while the other decays leptonically. If one ore more jetsideatified a9 jets, this could fake
the signal.Z Z dibosons can decay into two leptons and two jets. If one ofgpt®ns escapes
detection, there will be a net imbalance in momentum in treewhich will fake thefZ; and

one or more jets could be falsely identifiedtgets. All the above signatures will lead to one
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lepton,Z; and one ore morétagged jets. Furthermore, one ore more leptons may berlost i

the » module boundaries leading to a fake.

8.5.4 W+jets andZ+jets Production

Production of weak vector bosons in association with jeteery common at the Teva-
tron. These can be either light or heavy flavor jets. In addifirocesses involving initial/final
state gluons which hadronize to form jets is a common fealareach case, when the vector
bosons decay leptonically they can fake the signal prodess of the many possible diagrams
are shown in Fig. 8.7. In case 4f+ jets, one of the leptons frotd decay may be lost (which
leads to a faké/r in the event, or mismeasured as a jet. One or more light-getsknay be

identified falsely ag-jets. This situation will lead to an identical final statetlas signal.

, b
q g
_45
g
w
\/1/\ I
q v

Figure 8.7. Feynman diagrams fdr+jets production: (a) with a final state gluon jet aind
decaying leptonically.

8.5.5 Wb Production

Wbb production is arnrreduciblebackground to th&/ H signal. The final state particles

are identical to théV H signal, and hence there is no experimental way to distimghis two,
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as is evident from Fig. 8.8. This dominant background souarebe distinguished from the

signal by appealing to the event kinematics, especiallylitierence in shape of the kinematic
distributions. The properties of the jets including theof leading and next-to-leading jets,
the angular separation between the jets, the invariant araks- of the dijet system and other
event shape variables like the transverse masgamd the leptonZ system can be used as
variables. The difference in shape betw&ei/ signal and¥ bb background for these variables
can be exploited by employing multivariate techniques éxample, a likelihood or a neural

network discriminant) to separate them.

7 g b
b
q w

Figure 8.8. Feynman diagram indicating the irreduciBléb background. The final state is
identical to thel// H signal. However, the production cross sections forlthé& and 17 bb
processes are different.

e Instrumental Background
8.5.6 QCD/Multijet

Production of multiple jets in the final state is referred sotiae QCD background in
this analysis. Fig. 8.9 shows one possible scenario forijgiytiroduction. One ore more jets
in a multijet event can fake an electron. Two other jets mayalsely identified a$-tagged
jets or a reabb pair could originate from gluon splitting. If the energy afeor more jets is

mismeasured or the jets are lost in theracks, they can lead to/g- in the event. The large
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Q|

Figure 8.9. Feynman diagram for the multijet background.efAcan sometimes be falsely
identified as an electron. Jets originating from light qeaik d, s) or gluon jets may also be
mis-identified a$-jets. Energy mismeasurement can lea@’tan the event.

cross section of QCD multijets make them a significant bamlgd. All these scenarios could
lead to the same final state as t&{ signal.

The QCD/Multijet background is estimated using real dadaiftwo different samples:
a loose sample in which events pass the electron seleciten&including a loose EM likeli-
hood cut ¢ 0.2), and a tight sample which is a subset of the loose sarapifygng a tighter
EM likelihood cut ¢~ 0.85) and all other preselection cuts exceptfhecut. £ is required
to be< 10 GeV to eliminate the presenceléf — (v decays. The fake rate and likelihood
efficiencies are determined and the matrix equations a tosestimate the number of QCD
multijet events for each differential distribution. The tntamethod and estimation of the fake

rate are explained below:

8.5.6.1 Matrix Method
e Loose Sample

To estimate the QCD multijet background, a technique calednatrix method is used.
This method is based on defining two samples of data: a logsplsawith N;.. events in
which the electron likelihood requirement (likelihood20%) is not strict and therefore the

sample purity in terms of the number of real electrons is egxed. Essentially the sample
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consists of real electrons which pass the tight analysexteh cuts (denoted by ,,), and

fake electrons or jets from the multijet QCD background gees the electron selection criteria
denoted byNgcp. This can be summarized as the first matrix equation defirfiegdose

sample:

Nioose = Nem + NQCD (8.1)

e Tight Sample

The purity of the loose sample can be increased by requirtighter cut on the electron
likelihood (> 85%), thus defining a subset of the loose sample denotel, Dy, C Nioose-
This sample by construction has a negligible number faketrele candidates.g., jets from
the multijet QCD background that pass the electron selectiberia, thereby mimicking a real
electron). In order to determine the number of fake elestiarthe tight sample, one has to
know the probability that a fake electron passes the tighdtedn requirements. This probabil-
ity is denoted by, p. Therefore the fraction of events in the tight sample thatespond to
fake electrons areycp - Nocop. Similarly, one has to estimate the efficiency of selectia) r
electrons which satisfy the likelihood requirements forght electron. This is the likelihood
efficiency, denoted by,. The number of real electrons in the tight sample is thenVg,,.
The second matrix equation is therefore the definition otitjie sample, which is the sum of
the number of events with real electrons and number of eweititsfake electrons in the tight

sample:

Night = € - Nem + €aco - Noco (8.2)

The solution of the matrix equations is given in Eq. 8.3. Thalgs to estimate the number

of events wherein a fake electron from dijet/multijet preges passes the electron selection
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criteria defined in the analysis. In order to determWg-p, we have to determine the fake rate

egcp and the likelihood efficiency,. By the definition of loose and tight samples we know
Nioose @aNd N4, and the solution of the matrix equations -, can be used to estimate

the QCD multijet background.

€ -N — Ny €ocn- N — N
NQCD _ ¢ loose tight and NEM _ QCD loose tight (8.3)
€, — €qcp €, — €qcp

8.5.6.2 Estimation of Fake Raté{-p)

The fake rate was estimated from the real data sample bytisglezandidate events
with all the preselection cuts defined in section 8.4 exdepit- cut. Since we are defining
a fake electron sample, the loif, cut, i.e., Zr< 10 GeV, is required in order to minimize
contamination from trué/” bosons (a¥V-veto”), which forms the signal sample for the current
analysis. One of the jets is required to have an EM fracfign < 0.7 and be in the central
calorimeter | < 1.1), and away from EM module boundaries, thus defining ieta hadronic
jet. Demanding the presence of one hadronic jet will rejantiidate events where tieboson
decays into two electrons and one of them is mis-measuregeasad artificialZZ; resulting
from it (a “Z-veto”). Another jet is required to satisfy all electron veg@ments except the

electron likelihood selection, thereby defining a fake etat

NEM (Ih > 0.85)

- 8.4
QEP T INEN (17 > 0.2) (84)

The fake rate is obtained by dividing the number of eventsainimg at least one fake electron
passing the tight electron selection critefia.( EM likelihood > 0.85) denoted bwﬁlﬁ(lh >
0.85) by the total number of candidate events, each having a faareh passing the loose

selection criteriai(e., EM likelihood > 0.2) denoted bwﬁﬁ(lh > 0.2). Thus the fake rate
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depends on the definition of the initial loose selectionhéitgh!V - and Z-vetos are applied

there is a small probability of real electrons frdm’s or Z’s still remaining in the fake rate
sample. This causes an artificial increase in the fake rédel(Imarkers) due to contamination
from real electrons. An estimate of the number of such remitedns fromil/ +jets andZ +jets
events (red markers) is shown in Fig. 8.10(a), which is a pfdhe fake rate d,-p) as a

function of electrorpy.  After subtracting this component from the fake rate samible
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Figure 8.10. Fake rate in the central calorimeter regionfas@ion of electrom is shown. (a)
The black and red markers indicate data and real electropaoemts estimated fromy +jets
andZ+jets simulations, respectively. (b) black and blue maglsérow the fake rate before and
after subtracting real electron component. A fit to the fadte s indicated by the solid black
line.

artificial rise in fake rate is no longer observed, as indidablue markers) in Fig. 8.10(b).
The fake rate is fit with a functional foraycp = exp(—A - pr + B) + C which describes the
data well. The fit parameters are summarized in Table 8.1.

At low electronp; the QCD background is the largest component, and it fallexif
ponentially to a constant value fpg > 30 GeV/c. A minor variation in the fake rate is also
observed for data collected during various epochs charaeteby different trigger lists (v8-
11, v12, v13 and v14). The fake rates measured for the diffdrigger lists are summarized

in Table 8.2.
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Table 8.1. QCD fake rate fit parameters for v8-v14 triggeslis

Trigger List A B C x 2/dof
8-11 0.103+ 0.008 0.646+ 0.156 0.054+ 0.002 34.9/42
v12 0.069+ 0.004 0.172+ 0.067 0.05A 0.001 64.3/47
v13 0.086+ 0.004 0.488t 0.080 0.060+ 0.001 61.6/47
v14 0.076+ 0.002 0.512+0.062 0.066+ 0.001 31.7/47

Table 8.2. Fake rate for the CC and EC electron channels at30 GeV/c for v8-v14 trigger
lists. Only statistical errors are shown.

i 0 i 0,
Trigger List Fake Rate 2 jets (%)  Fake Rate 3 jets (%)

CcC EC CcC EC
v8-11 54+0.2 6.3+£0.2 6.0+£0.2 7.7£0.2
v12 57£0.1 82+0.1 84+10 8.3+0.3
v13 6.0£0.1 85+0.1 8.2+1.0 10.3+£1.0
v14 6.60.1 8.8+0.1 6.6£1.0 8.8+1.0

8.5.6.3 Estimation of Likelihood Efficiencyf)

Likelihood efficiency is estimated for electrons passirgttght selectioni(e., likelihood
> 0.85) as described in section 7.1.5. The dependence ahlda efficiency on electrop,
is shown in Fig. 8.11. The QCD background is estimated foryeddferential distribution
by applying thep,-dependent fake rate and likelihood efficiency, using thetgm for Ngcp

(Eq. 8.3) for different trigger lists.

8.6 Summary of Data and Expected Background

The selection criteria (section 8.4) are applied to dataadintie MC processes (section
6.5). For data, the events are required to pass the EM+degetrisuite (section 6.3). The
EM+Jet trigger is not modeled for MC processes, but a 2-ddartrigger efficiency imr and

n is applied (section 7.2).
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Figure 8.11. Likelihood efficiency for tight electronise(, likelihood > 0.85) as a function of
electronpy. This quantity is used in estimate &%) p using the matrix equations.

Identification efficiencies are applied to MC events on a [gect basisi.e., (electrons
and jets, section 7.1.5 for electron and section 7.3.2 fs}.j&ll efficiencies are parameterized
or binned in terms of electron (jep)r of and detector pseudorapidity,. Jet energy scale
corrections (section 7.3.1) are applied to correct theifetata and MC. In addition, MC jets
have theirp; smeared, shifted using the Jet SSR method (section 7.3IBgffisiencies are
folded into an “event weight” which is applied to each MC eveéforrections for electrons and
jets are propagated to thi&-. £ is also corrected for the muons (section 7.4) after which the
K isrecomputed. Selected candidate events are studied tiynglihe kinematic properties of
electrons, jetsir and other topological variables. These properties aredmbak histograms.

The QCD background is estimated using the loose/tight sesnjpbm data, together
with the fake-rate (section 8.5.6.2) and likelihood efiid (section 7), by solving the matrix
eqguations bin by bin for each histogram. Simulated everta@armalized to their cross section,
except for théd jj background process. Normalization is explained in theowalhg section.
ALPGEN processes with exclusive parton multiplicities are cormabimto a single inclusive

sample using the method explained in section 4.2.2 (ComdikiatchedALPGEN Samples).
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8.6.1 Normalization

The simulated background processes are absolutely naeddb the SM predictions for
their cross sections as summarized in Tables 6.4 - 6.7, hétbxception ofl/ +jets simulation,
which is normalized to data. The normalization facd,,/ Ny c has a value- 0.95, when
the NLO theoretical K-factor of 1.35 is applied for the siemgd 11 +jets sample. The nor-
malization factor is derived after subtracting the othgrested background processes from the
data. A comparison of data with the sum of the expected backgis is given in this section
in the following order: CC Analysisi{ +2jets), EC Analysid{/+2jets). Kinematic properties

of event for electrong/, W's and jets show very good agreement.

8.6.2 Evidence fofV + 2 jets Production

Kinematic properties of electronise., energy §.), transverse momentumy), the pe-
sudorapidityy and the azimuthal anglg® are shown in Fig. 8.13. The scalgy andZ; ~ p’.
distributions are shown in Figs. 8.14(a) and 8.14(b), retspaly. Plots shown correspond to
the CC analysis. The kinematic properties of electrons ha@t are used to reconstruct the
W boson decay. Th&’ transverse mass/{r,) and transverse momentum(p) are defined

as follows:

Mrw = \/Qp%prfp(l — cos(pe — gpu)) (8.5)

The agreement in shape and amplitude in the pre-tagged ddtsirmaulation is good,
indicating a sound modeling of SM processes. The Jacobiak giethe reconstructetd’ is
clearly visible (Figs. 8.14(c) and 8.14(d)). Since all calate events require two jets in ad-
dition to thelV, they provide the evidence fé¥ + 2jet production. All plots shown in this
section correspond to a signal proc&gg7 with my = 115 GeV/c?. The data/MC compatr-

isons for other mass points for the Higgs signal displaylsiniévels of agreement.
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The jet properties are shown in Figs. 8.15 - 8.17. Corresipgnulots for the EC analysis

are given in Figs. 8.18 - 8.22. A subset of these events cagdiply contain thél H signal
process. In order to identify a possible Higgs signal rasglin two b-jets, it is necessary to
perform theb-tagging procedure explained in the next section. A legemdmon to all the

data/MC comparison plots is shown in Fig. 8.12

Data
[ ] wij+zij
I Qco

E Wcc+Zcc / Wtv /Ztt
E Top

I wWbb+zbb

E Single Top

L wzeww

| | wH

Figure 8.12. Legend for data and MC comparisons.

Figure 8.13 shows the kinematic properties of the electamdiclates — the energy
andpr spectra, the pseudorapidity and azimuthal distributiding expected background and
observed data agree very well in shape. The effect of triigaron on MC events are visible
in the lowerpr region {.e., 15 < pr < 35 GeV/c). The CC electrons are restrictedrtg| <

1.1. As is expected, the electrgrs uniformly distributed.
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Figure 8.13. CC Analysid{+ 2 Jets): Kinematic properties of the electron (a) EnergsMic
(b) Transverse momentupy (GeV/c) (c) Pseudorapidity (d) Azimuthal anglep (rad) .
Properties ofit’ candidates are calculated from the electron &pdkinematics using
mr = / E? — p2. Figures 8.14(a) and 8.14(b) show the scdlarand Zr distributions. A
cut of Z1 > 20 GeV is applied to correctegd; and is visible in Fig. 8.14(b). Th& distri-
bution shows a slight excess 1.50) in the first bin, which is attributed to QCD background

underestimated in that region.
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Figure 8.14. CC Analysid{ + 2 Jets): Properties of, and thell” boson (a) Scalab (GeV)
(b) MissingE (GeV) (c)W transverse mass (GeY) (d) W transverse momentum (GeV/c).

The candidate events are required to have two jets in additidhe WV boson. The
W properties shown in Fig. 8.14(c) and Fig. 8.14(d) providect evidence foil +jets
production. The Jacobian peak of thétransverse mass spectrum is clearly visible and well
modeled by simulation. Comparison of data to e jetsALPGEN simulation provides a better

description of EW processes with two or more jets in the fitatiescompared tBYTHIA due
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to the calculation of exact matrix elements of the elemgnpaocesses. The leading jet
cutis set to 25 GeV/c and the second jet is required to haydarger than 20 GeV/c which is
shown in Fig. 8.15. The expectation and data agree well oweda kinematic range & pr
< 200 GeVl/c, for both the jets. These plots correspond to jetggnscale correcteg;. The

jet ID efficiencies are applied to MC jets. The jet pseudatiyifor leading jet is shown in



165

3]
—-

G

=
Events

Events

500

i_

fiad Luq L Loyt ﬂun b

200

:
150
o7
v

400

300

L|_-§: )
=,
%
_E
—
. E
T
LT
£
ikl

3 -2 1 0 1 2 3 0 1 2 3 4 5 6
Jet, n Jet, ¢ (rad)
(a) (b)
0 "
c c
o 2 300
i it | | N i | | |
L] g e LT ]
ool by AT T e iy et
BRI . T T |
T
200
1.
7
150
100
50;
% 1 2 3 4 5 6

Jet, ¢ (rad)

(d)

Figure 8.16. CC Analysist+ 2 Jets): Properties of jets. (a) Leading jet pseudorapith)
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Fig. 8.16(a) and the second jet in Fig. 8.16(c) and the cpomding azimuthal angle.e., ¢
distributions are shown in Fig. 8.16(b) and Fig. 8.16(dpessively. The data and simulation

show similar behavior and agree very well.
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Figure 8.17. CC Analysid{ + 2 Jets): Properties of jets. (a) Dijet invariant mass (G&V/
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Sound background modeling should reproduce the shape aplituae of dijet kine-
matic distributions. A few of them are shown in Fig. 8.17. Thjet invariant mass, scalar sum
of thepy of jets (.e, Hy) andAR = \/An? + A¢? of the two leading jets show good agree-
ment in shape over the entire kinematic range. Figure 8.@&skhe kinematic properties

of the electron candidates in the EC analysis; the energyparsgpectra, the pseudorapidity
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Figure 8.18. EC Analysig{ + 2 Jets): Kinematic properties of the electron (a) EnergsMic
(b) Transverse momentupy (GeV/c) (c) Pseudorapidity (d) Azimuthal anglep (rad) .

and azimuthal distributions. The EC electrons are restlith 1.1< |np| < 3.0. Although the
statistics are limited, the data and MC expectation agrele Rigure 8.19 shows the properties
of the neutrino and th&” bosons for thél) + 2 jets EC analysis. The scalak andZ, are
shown in Figs. 8.19(a) and 8.19(b) respectively. The trarsevymass ang, of W bosons are

shown in Figs. 8.19(c) and 8.19(d).
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Figure 8.19. EC Analysisi¥+ 2 Jets): Properties af, and thel’ boson (a) Scalatr
(GeV) (b) MissingEr (GeV) (c) W transverse mass (GeY) (d) W transverse momentum
(GeV/c). Properties dil” candidates are calculated from the electron Bpdinematics using

mr = 4/ E? — p? and are shown in (c) and (d).

The E+ cut for the EC analysis is set to 25 GeV/c in order to reject Q€aibkground.
Lower values off/; results in poor modeling of the QCD, in both the shape andneséd
number of events. ThE; cut was optimized to this value to provide a reasonable gegnT

of ¥ in the ECW + 2jets analysis. The properties of jets in the EC candidatats are
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Figure 8.20. EC Analysig{ + 2 Jets): Properties of jets.Top row (a) LeadingnefGeV/c)
(b) Next-to-leading jepr (GeV/c).The plots in the bottom row are the same distrimgibut
with a logarithmic vertical scale.

shown in Fig. 8.20. The next-to-leading jet in Fig. 8.20(b) (and the corresponding semi-
logarithmic plot in Fig. 8.20(d)) shows a less thandexcess in data in the region 160pr <

125 GeV/c, which is most likely due to a statistical fluctoati The lack of statistics in higher

pr bins are evident, indicating a lack of high jets in the forward) regions.
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Figure 8.21. EC Analysigl + 2 Jets): Properties of jets. (a) Leading jet pseudorapi(h)
Leading jet azimuthal angle (rad) (c) Next-to-leading js¢pdorapidity (d) Next-to-leading

jet azimuthal angle (rad) .

Figures 8.21(a) and 8.21(c) show thef leading and next-to-leading jets respectively
The jet¢ distributions of leading and next-to-leading jets are shanFig 8.21(b) and Fig.

8.21(d) respectively. These distributions show good agese with data.
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Figure 8.22. EC Analysis{ + 2 Jets): Properties of jets. (a) Dijet invariant mass (G&V/
(b) Scalar sum of transverse moment&-§ of jets (GeV/c) (c) Dijet invariant mass in loga-
rithmic scale (GeW?) (d) Separation between the leading and next-to-leadisgijad) .

The dijet invariant massH; and AR of the two leading forward-jets are shown in
Fig.8.22(a) (and in semi-logarithmic scale in Fig. 8.22(®ig. 8.22(b) and Fig. 8.22(d)

respectively. They show good agreement over the entirgriaiie range.
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8.7 b-tagging
In order to apply NNb-tagging to the jets in the event, one has to choose a suitable

operating point. Every operating point corresponds to dqaar b-tagging efficiency and a
fake rate. The available operating points on the NN outpetsarmmarized in section 5.9,
Table 5.2. The primary goal is to obtain the best search sahspossible for a given set of
optimized cuts, while maintaining a well-defined backgmbumodel. In order to achieve this
goal,b-tagging operating points are chosen to maximize the coedabsignal significance.e.,
o = S/v/B, whereS is the number of signal events aftis the total number of background

events. The chosen operating points are listed in Table. 8.3

Table 8.3. NNb-tagging efficiency and fake rate per jet for oldLoose andhfigperating
points. The fake-rate/jet fora- = 50 GeV/c jet is quoted for CC, EC and ICR jets.

oldLoose Tight
NN cut > 0.50 > 0.775
b-tagging Efficiency (%) 59.%3 1.45 47.6+1.52
CC Fake Rate (%) 1.68 0.55
ICR Fake Rate (%) 1.50 0.41
EC Fake Rate (%) 1.35 0.30

In order tob-tag jets in an event, the operating point is seblti ooseandb-tagging is
performed. If both jets in the event abdagged, the event is considered to be double tagged
(DT). If the event fails the double tagging criteria, the @igg point is “tightened” to higher
value of the NN cuti(e., Tight) and b-tagging is repeated. If at most one jetbisagged,
the event is labeled as exclusive single tagged (EST). THuaridl EST events form disjoint
sets. The combined signal significance defined as the sumaidrgiure of the EST and DT
significancej.e., agst @ apt was found to be optimal for this particular choice of operati

points among the many combinations that were studied fa€@analysis[117]. An identical
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b-tagging procedure outlined above is followed for both tiahd EC analyses. Optimization

of b-tagging operating points in the EC analysis was not studidte operating points that
were optimized for CC analysis was also used in the EC arsaly3@ne of the improvements

that could be carried out as a future work, would be to optntied-tagging for EC analyses.

8.7.1 Tagging MC Jets

The NN b-tagging algorithm cannot be applied directly to tag MC dsedue to large
differences in tracking-related quantities in data andusations (refer to section 7.5 for an
explanation). Two equivalent approaches$-ag jets in MC were introduced in section 7.5.1,

the TSF and TRF methods.

EPATAb'I'ty EEATA
TSF __ ~MC aggabili MC —
Wjet - 6taggability X 6M(: X € X 6M(:

taggability b— u

= Et’\gggability XS Fraggability X €M x SFy,_., (8.6)

In the TSF method, a weight’[3" is introduced to account for the difference in taggability
and tagging efficiency between data and MC.:

1. An MC jet is taggable if it satisfies the taggability criteri@ince the taggability of MC
jets Eggganiiyy ) is different from that of data, a taggability scale factSt{agganiiy) is
applied to correct for this differences Fiagganiity IS parameterized as a function of jgt
andpr (section 7.5.3).

2. After correcting for the taggability of the MC jet, NN taggjns applied to it with an
efficiency given byeMC. If the NN probability of the tagged jet is greater than the NN
cut the jet is considered tagged. The cuts are similar toithdata,i.e., oldLoose and

Tight for DT and EST, respectively.
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3. The tagging efficiency for MC jets°) is corrected using a scale fact®tK;_.,,) given
by Eq. 7.18. This scale factor is also used to construcbije¢ andc-jet TRF. A jet
could be falsely identified astajet when it is indeed a light quark jet. The jet is said
to be mistagged. Th&F,_.,,, scale factor is determined only for inclusiveandc jets
and not for light quark jets. Using this factor in taggifigj; MC samples leads to an
overestimation of it$ content. The two jets in 875 sample could both be light quark
jets or a combination of a light quark jet and a heavy flavahégib or ¢ quark) jet. The
mistag rate for this sample was shown to be much higher wstign , was used118 on
a jet tagged with a “Tight” operating point used in EST. Thisvever was not the case
for the oldLoose operating point used in the DT analysis.

4. To quantify the overestimate, a sample of 300 ; events were chosen and exclusively
single tagged with the Tight operating point using both TR &SF methods. The
b-content of this sample was estimated and the scale factah&TSF method was
adjusted to match the prediction of the sampbetontent from the TRF method. This is
based on the assumption that the Negative Tag Rate (NTRgdfRfr method correctly
describes the tagging rate in data. The multiplicativediabbr adjustingSF;,_.,, was
found to be 0.42t 0.05 (stat.). A 25% systematic error assigned to this faeithbe
discussed in the next chapter.

The properties ob-tagged jets in the exclusive single tag (EST) and doublgDéag

analyses are presented in Figs. 8.23 — 8.25 for CC analysis.
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Figure 8.23. CC Analysisi¥+ 2 Jets, EST/DT): Properties of jets in exclusive singley&ab
(EST) and double tagged (DT) events. (@) Dijet mass (ESTY(&& (b) Dijet mass (DT)
(GeV/c?).(c) and (d) The plots in the bottom row are the same didiobs but with a logarith-
mic vertical scale.

Some of the conclusions that can be drawn upon careful exaiomof the plots are:
there is a small excess (L.pin the dijet mass region between 1@V /c* and 120GeV /c?

in the observed data compared to the expectation from MCeth analysis. This excess is

not observed in the EST analysis.
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Figure 8.24. CC Analysid{+ 2 Jets, EST/DT): Properties of jets in exclusive singlgéah
(EST) and double tagged (DT) events. ga)of b-tagged jets in the EST sample (GeV/c) (b)
pr of b-tagged jets in the DT sample (GeV/c) (c) and (d) The plothentiottom row are the
same distributions but with a logarithmic vertical scale.

This excess is attributed to the differenceg-tagging jets in MC and data, which was
not further investigated further by the author. The jet grtips for double tagged events for
this analysis is not well understood. The shape of the erpdutickground and the observed

events are different.
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Figure 8.25. CC Analysid{+ 2 Jets, EST/DT): Properties of jets in exclusive singlgéah
(EST) and double tagged (DT) events. (a) SeparatioR)(between the two jets in the EST
sample (rad) (bAR between the two jets in the DT events (rad) (c) Scalar sunmaoktrerse
momenta [{7) of jets in the EST sample (GeV/c) (&), of jets in DT sample (GeV/c).

The dijet mass distributions o1 + 2jet EC analyses are not included as input for set-
ting cross section limits (which will be discussed in chaf@gThe dominant backgrounds
to the Higgs signal afte-tagging are the single top production, the diboson pradongcthe

irreduciblel bb production andt background.
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Figure 8.26. EC Analysid{+ 2 Jets, EST/DT): Properties of jets in exclusive single&ab
(EST) and double tagged (DT) events. (@) Dijet mass (ESTY(&& (b) Dijet mass (DT)
(GeV/c?).(c) and (d) The plots in the bottom row are the same didiobs in logarithmic scale.

The excess of observed events in data is larger in the ECsasalhe shape of the jgt
andH is not reproduced in the MC due to large differencelsiagging in these events. The

properties of jets and the dijet system are summarized is. B@6 — 8.28. Lack of statistics

in these samples limit the ability to draw definitive conaduns about the EC double tagged
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Figure 8.27. EC Analysid{+ 2 Jets, EST/DT): Properties of jets in exclusive singlgéa
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events. Although the jets are restrictedo< 2.5, there is a higher probability of mistagging

b-jets in data compared to MC.
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8.7.2 EventYield

Eventyield in théV + 2jets analysis is summarized in Tables. 8.4 and 8.5 for haril
EC analyses, respectively. In the single tagged set, adb&2 events are observed relative to
an expectation of 4334 49.1 events. As is evident from the table, the backgroundaltap
pairs, QCD andV + jets is a factor of four larger than the rare processes likditbb, W H
and dibosonl/W, Z Z) production some of which are yet to be observed. Requinait
tags reduces these backgrounds and the signal significareases, while the number of total
expected and observed events becomes smaller. A total afilieltagged events are observed
in data compared to a SM expectation of 6&.8.7 events. The SM expectation is consistent
with the number of observed events within the statistical apstematic uncertainties. No

significant excess is observed.

Table 8.4. Summary of event yield for the& + 2 jets (CC) Analysis. Observed events (last
row) in data are compared to expected number of events fronb&Mgrounds (penultimate
row) beforeb-tagging (column 2), after a single exclusitv¢ag (column 3) and doubletag
(column 4). ThéV + light jets background is normalized to data (n.t.d) befetagging.

W + 2jets W +2jets W + 2jets
Process

CC-Analysis 1b-jet 2 b-jets
WH 3.14+ 045 1.26+£0.20 0.74+0.14
wWZz 164.5+ 22.9 9.3+ 15 1.8+ 0.31
Wbb 341.0+87.3 113.5+30.1 23.7+6.7
tt 115.4+ 27.3 47.0+11.6 17.6+4.7
Single top 54.0+ 10.4 22.7+ 4.7 5.5+ 1.3

QCD Multijet ~ 1084.0+162.6 53.4-10.0 2.8+ 0.9
W+ jets (light,c) 6516£ 740 116.2£ 33.8 5.7+ 1.9

Total expectation 8274 (n.t.d.) 362248.0 57.1+ 8.6
Observed Events 8275 354 51

Total errors (statistical and systematic) are quoted fernthmbers in both tables. The

estimate of systematic uncertainties is a topic in the nleapter. Theoretical uncertainties in
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Table 8.5. Summary of event yield for the + 2 jets (EC) Analysis. Observed events in data
are shown in the last row and are compared to expected nurhdegrts from SM backgrounds
(penultimate row) beforé-tagging, after an exclusivetag (EST) and doubletag (DT). The

W + light jets background is normalized to data.

W +2jets W +2jets W +2jets

Process EC-Analysis 1b-jet 2 b-jets
WH 0.36+0.05 0.16+0.02 0.09+ 0.02
Wz 35.8+ 5.0 22403 0.5+0.08
Wbb 80.8420.7 26.9+7.1 44+12
tt 11.7+ 2.8 5.0+1.2 2.0+ 0.5
Single top 6.4+ 1.2 2.8+ 0.6 0.6+ 0.1

QCD Multijet ~ 231.8+34.8 10.0-1.9 0.9+0.3
W+ jets (light,c) 1648187 24.4+7.1 1.1+0.4

Total expectation 2014 (n.t.d.) 714310.3 9.5t+1.4
Observed Events 2015 78 16

the luminosity estimate are not included in the numbersegtesi but are considered for the
limit setting procedure, also a topic of the next chapter.

The event yield ini/ + 2 jets CC analysis is summarized in Table. 8.4. The largest
background contribution for pre-tagged sample is fidh+ light jets, followed by QCD back-
ground. The irreducibl&/ bb background, thet background, diboson production and single
top production have a small contribution compared to therotivo. After requiring an exclu-
sive singleb-tag, thelVjj background reduces dramatically, with the dominant cbation
due toWbb andW jj. By demanding twd-tagged jets, thél’j; and the QCD backgrounds
are further reduced. In the double tagged sample, the tabgekground igV bb production
followed by ¢t production. The total expected background from all listedrees agree well
with the observed number of events in data, within the giedisuncertainties for EST and
DT W + 2 jet CC analyses. In thd” + 2 jets EC analyses, similar behavior is seen in the
expected and observed events as the CC analyses. The esldrfbyil” + 2 jets EC analyses

are summarized in Table. 8.5.
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8.7.3 W + 3 Jets Control Sample

In addition to the CC/EC EST/DT analyses, a control samphsisting of all” + 3 jets
selection with exactly the same selection criteria &italgging requirement as th& + 2 jets
was studied. The study of the control sample provides a ctossk for the signal/background
modeling in thell + 2 jets. Additionally, it provides a means of including aragprocess
where the Higgs boson decays into tbsets and radiates a gluon which forms the third jet.
Plots of the dijet mass spectra before and dfergging are shown for the CC and EC analyses
in Figs. 8.29(a) - 8.29(f). The event yield for CC and BCt3jets analyses are tabulated in
Tables. 8.6 and 8.7. The dijet mass spectra of EST and DT f@nthe control sample are
shown in Fig 8.29. The agreement in shape and amplitude ebected and observed events
are very good to within& in the CC analyses. The EC analysis yields two events obd@nve
data for doublé-tagged jetsi(e., Fig. 8.29(f)). The EC double tagged analysis is not used for

limit setting.

Table 8.6. Summary of event yield for th& + 3 jets (CC) Analysis. Observed events (last
row) in data are compared to expected number of events fronb&Mgrounds (penultimate
row) beforeb-tagging (column 2), after a single exclusitvtag (column 3) and doubletag
(column 4). ThéV + light jets background is normalized to data (n.t.d) befetagging.

W + 3jets W +3jets W + 3jets

Process CC-Analysis 1b-jet 2 b-jets
WH 0.78+0.11 0.31+0.05 0.19+0.04
Wz 38.3+5.3 26+04 0.6+ 0.10
Whb 1029+ 26.3 34.4+9.1 8.1+ 2.3
tt 193.1+45.7 78.1+19.2 39.9+ 10.6
Single top 16.8+ 3.2 6.9+ 1.4 2.8+ 0.6

QCD Multijet 274.6+41.2 18.6-35  3.8+12
W+ jets (light,c) 968+ 109  28.5£83  2.7+0.9

Total expectation 1593 (n.t.d.)) 169123.2 57.8+11.0
Observed Events 1594 136 46
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Table 8.7. Summary of events for thié + 3 jets (EC) Analysis. Observed events in data are
shown in the last row and are compared to expected numbereoateirom SM backgrounds
(penultimate row) beforé-tagging, after an exclusivetag (EST) and doubletag (DT). The

W + light jets background is normalized to data.

W +3jets W +3jets W + 3jets

Process EC-Analysis 1b-jet 2 b-jets

WH 0.08+0.01 0.04+0.01 0.02+-0.0
wWZ 7.44+0.9 0.5+ 0.1 0.1+ 0.0
Whb 26.5+ 6.7 9.4+ 25 1.8+ 0.5
tt 20.9+ 4.9 8.9+ 2.2 49+ 1.3
Single top 1.8- 0.3 0.7+ 0.1 0.3+ 0.1
QCD Multijet 55.8+ 8.4 4.4+ 0.8 0.3+ 0.1

W+ jets (lightc)  328:39  7.8422.3 0.7+0.2

Total expectation 441 (n.t.d.) 314741 81+1.4
Observed Events 441 28 2

The event yield ini¥ + 3 jets CC analysis is summarized in Table. 8.6. The largest
background contribution for pre-tagged sample is fiém light jets, followed by QCD back-
ground. The irreduciblél bb background, thet background, diboson production and single
top production have a small contribution compared to thertivo. After requiring an exclu-
sive singleb-tag, thelVjj background reduces dramatically, with the dominant cbation
due toWbb andWjj. By demanding twd-tagged jets, thél/j; and the QCD backgrounds
are further reduced. In the double tagged sample, the tabgekground iSV bb production
followed by ¢t production. The total expected background from all listedrses agree well
with the observed number of events in data, within the dtedilsuncertainties for EST and DT
W + 3 jet CC analyses. The event yield fiaf + 3 jets EC analyses are summarized in Table.
8.7. Inthell + 3 jets EC analyses, similar behavior is seen in the expectédbserved events

as the corresponding CC analyses.
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and in the bottom row twé-tags are required.



CHAPTER 9
SYSTEMATIC UNCERTAINTIES AND CROSS SECTION LIMITS

In the previous chapter, we modeled the signal and SM baakgrprocesses, and then
compared both to data using various kinematic propertiedemftrons Z andb-tagged jets.
This chapter focuses on the determination of upper boundsass sections, at a particular
confidence level, since we did not observe any excess oflsigeathe predicted background.
In order to set limits we have to account for different soaraesystematic uncertainties in our
signal/background modeling, in addition to those origimgfrom uncertainties in theoretical
predictions of the cross sections for the signal and backgtgrocesses involved. The sys-
tematic uncertainties in our background modeling are exeth followed by the limit setting

procedure, and finally the cross section limits are presente

9.1 Background Uncertainties

Sources of uncertainties in the background estimate iesltite scale factors applied to
MC, the energy resolution of electrons and jets, and uniogiga in b-tagging and the scale
factors associated with it. For each source of uncertaingycentral value of the uncertainty is
varied by one standard deviatioh{ o) and the analysis is carried out to estimate the number of
expected signal and background events and in each soueddifférences between the central
value are taken as systematic uncertainty. These undéstaare estimated separately for the

single tag and double tag analyses.
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9.1.1 Electron Reconstruction/ldentification

The preselection and post-preselction efficiencies arkeapio the MC electrons. Their
central values are varied biylo and the analysis is repeated. The systematic uncertainty is
estimated to be 3%. This uncertainty estimate is based opréweous analysi§l12 and has

not been re-estimated in the current analysis.

9.1.2 Electron Energy Resolution/Smearing

The energy resolution of electrons is not modeled suffigremell in the MC simulation.
Additional energy smearing is applied to MC electrons tooact for the difference between
data and MC. The smearing parameters are extracted fronradeg of a calibration factor
times a Gaussian distribution with a mean one and a smalhwejtresenting the smearing
function. The systematic error introduced by this smeaisngstimated to be 3%. This un-
certainty estimate is based on the previous ana[y4ig and has not been re-estimated in the

current analysis.

9.1.3 Trigger Efficiency

The uncertainty in trigger efficiency is estimated to be 3¥oHM+Jet triggers. A sys-
tematic uncertainty of 1.2% for the EM+Jet trigger efficigng assigned based on the effi-
ciency change when a track match requirement on the probeaids removed. A systematic
uncertainty of 1.8% is assigned to the trigger efficiencyeldasn the difference in the overall
trigger efficiency between requiring a reconstructed jehwi- > 20 GeV andp; > 25 GeV

after applying the jet energy scale corrections.

9.1.4 Jet Reconstruction/Identification
The difference in efficiency of the jet-ID cuts between datd simulation is quantified

by the overall jet reconstruction efficiency scale factonisTscale factor has been studied in
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data and MC simulations by several other analyses with fitzé similar to the one used

in this analysis[119, 12(Q. The scale factor has been parametrized as a function @frjet
and |nq|. It is always smaller than one but differs from it by less tt#ah%. Jets in the
simulation are rejected with a probability equal to one msitle scale factor. A systematic
error of 3% is assigned to this efficiency ratio — this accounts for thiedince between scale
factors obtained when varying the cuts of the jet reconsbuefficiency. A 5% uncertainty
is assigned for jet multiplicity modeling and jet fragmeida using amALPGEN simulation of

W +jet processes. The jet-ID and reconstruction efficien@ettainty is 3%4105.

9.1.5 Jet Energy Scale

The jet energy scale (JES) correction is varied by one stdrikviation and the whole
analysis is repeated. In the data, the JES uncertainty ipased of jet energy resolution
uncertainty. In MC, the jet energy resolution uncertairstyiot taken into account in the JES
uncertainty. To account for this, the MC energy smearingiged by the size of the jet energy
resolution on MC. The uncertainty on the jet energy scalgearirom 5% to 12% for signal

and all background processes.

9.1.6 NNb-tagging

Applying b-jet andc-jet tag rate functions to mis-tagged light quarks leadsitogeres-
timation of theb-component of this sample when tight operating point is chosen (section
8.7.1). The scale factor is adjusted to match the predigieen by the tag rate function for
alV + jets MC sample. Rescaling has little effect on the backgdan the EST analysis (in-
creases by 7%) and no effect on the DT analysis. The systematertainty introduced by the
rescaling is 25%.

Thepr andn dependence of the tagging efficiency is used in deriving tesyatic error

on the data to MC scale factor. These are summarized below:
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9.1.7 Estimation of QCD Background

The systematic uncertainty on the QCD background is estidniay varying the fake rate
by its uncertainty £15%) in the subsample of events where a lepton is back-to-battkanjet
in the transverse plane. The resulting variation in the Q@ekground, as determined by the

matrix method, is considered to be the systematic uncéytain

9.1.8 Luminosity

The uncertainty on the measured luminosity is 6.[1%i]. The luminosity error is ac-
counted for as a fully correlated error between the singtedouble tag analyses and hence
not added in quadrature with the other errors. Howeverumriosity uncertainty is taken into

account as an independent source for the purpose of liningét this analysis.

9.2 Theoretical Uncertainties
Theoretical uncertainties are related to the uncertaimtiye cross sections used to gener-
ate the MC samples. Cross section errors for SM backgrowwkpses used in Higgs searches
are described in detail ii122 and are adopted for this analysis. They include:
* tt: The production cross section at NNLO is 6 Z70.42 pb withmy,, = 175 GeV/c2.

The relative error on the cross section yields a systematientainty of 18%.

Table 9.1. Systematic errors on the data to MC scale factolS$T and DT analyses.

EST (%) DT (%)

oldLoose 4.0 3.0
Tight 6.0 4.0
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 Single top production: The cross section at NLO in ¢hghannel is 0.88- 0.14 pb and

in the ¢t-channel is 1.98- 0.30 pb, which yield relative uncertainties of 16% and 15%,
respectively.

» WW or W Z: Diboson production cross sections have a relative uniogytaf 6% from
PDF’s and scale errors on the cross section of #2318 pb forlW’ W production.

» Wjj: There are two sources of uncertainty for this process. Tkeifi due to a nor-
malization error arising from subtracting all other baakgrds excepll’j; from data to
estimate the number & j j events and the second is due to the flavor composition of the
jets inWWjj. The jets can be either light quark jetsige quark jetsj.e., the fractions of
Wej, Wee, Wbb, Whj in theW j5 process must be estimated. The normalization error
is ~4%, and the flavor composition error is 4.8% for the EST arnsgsd 7.6% for the
DT analysis. Adding them in quadrature leads to a total syatie error of 6% for EST
and 9% for DT.

« Wbb: The uncertainty due to renormalization and factorizatioales is estimated to be
17% by varying the scale settings, using the MCHEN3 program. In addition, a 4%
parton distribution function (PDF) uncertainty is quotezgkulting in a total relative error
of 18% on the cross section.

« K-factor: Cross sections fdi’ jj and1V bb processes are calculated at LO and K-factors
are used to scale them. A 20% uncertainty on the scale fastassigned to both pro-
cesses.

The sources of systematic uncertainties and their pergentalues for thé? H signal and
all the backgrounds are listed in Table. 9.2 for the exckisingle tag analysis and in Table.
9.3 for double tag analysis. Systematic uncertaintiesneséid for CC analysis. Systematic
uncertainties were not estimated for the EC analyses. dirtfit setting, the CC systematic
uncertainties were used. The largest sources of systammatertainty for exclusive single

tag and double tag analyses are tktagging scale factor uncertainty and the jet energy scale
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uncertainty. The largest source of theoretical uncegastue to cross section uncertainty

and the K-factors fobV jj /W cj andWbb production. All other sources are less than 5%. The

total uncertainty ranges from 16% to 33%. The overall ureety is large — 25% - 33% for

W process followed by 26% - 28% fé¥ bb production. The overall uncertainty on QCD is

15% for single tag analysis and 30% for double tag analysis.

Table 9.2. Summary of systematic uncertainties in exctusingle tag analysis.

WZ Wbb Wjj - tb

Source WH WW Wez Wej tt tqb QCD
Trigger eff. 3.0 3.0 3.0 3.0 3.0 3.0 -
Primary Vertex Reco. 4.0 4.0 4.0 4.0 40 4.0 -
EM ID/Reco eff. 3.0 3.0 3.0 3.0 3.0 30 -
EM Likelihood eff. 3.0 3.0 3.0 3.0 3.0 30 -
EM energy/smearing 4.0 4.0 4.0 4.0 40 4.0 -
Jet ID/Reco eff. 3.0 3.0 3.0 3.0 3.0 30 -
Jet multiplicity/frag. 5.0 5.0 5.0 5.0 50 5.0 -
Jet Energy Scale 9.0 8.0 9.0 9.0 120 5.0 -
Jet taggability 3.0 3.0 3.0 3.0 3.0 3.0 -
NN-tagger Scale Factor 6.1 6.5 6.1 150 6.1 6.1 -
Acceptance err. 14.8 14.4 148 19.1 16.8 12.8 -
Cross Section 6.0 6.0 9.0 9.0 16.0 16.0 -
Heavy-Flavor K-factor 20.0 20.0 -
Total uncertainty (%) 16.0 156 265 291 246 205 1838

9.3 W H Cross Section Limit

The goal of this analysis is to search for a possible sign@ll 6f associated production.

Measured data is compared with signal and background peseghose cross sections are

consistent with those predicted by the Standard Model.eSiocexcess in signal was observed

compared to the SM expectation, cross section upper limigs¥%% confidence level (CL)
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Table 9.3. Summary of systematic uncertainties in doulgetelysis.

WZ Wbb Wijj - tb

Source WH WW Wece Wej tt tqb QCD
Trigger eff. 3.0 3.0 3.0 3.0 3.0 3.0 -
Primary Vertex Reco. 4.0 4.0 4.0 4.0 40 4.0 -
EM ID/Reco eff. 3.0 3.0 3.0 3.0 3.0 3.0 -
EM Likelihood eff. 3.0 3.0 3.0 3.0 3.0 30 -
EM energy/smearing 4.0 4.0 4.0 4.0 40 4.0 -
Jet ID/Reco eff. 5.0 5.0 5.0 5.0 50 5.0 -
Jet multiplicity/frag. 5.0 5.0 5.0 5.0 50 5.0 -
Jet Energy Scale 9.0 6.0 9.0 80 120 5.0 -
Jet taggability 3.0 3.0 3.0 3.0 3.0 3.0 -
NN-tagger Scale Factor 11.2 11.2 11.2 210 11.2 11.2 -
Acceptance err. 18.0 16.7 18.0 25.0 19.7 164 -
Cross Section 6.0 6.0 9.0 9.0 16.0 16.0 -
Heavy-Flavor K-factor 20.0 20.0 -

Total uncertainty (%) 19.0 178 284 332 26.7 229 30.6

for production of the Higgs boson are derived. The limit addtion is based on a modified
frequentist (se§l24,12% for example) statistical approach. The limit setting pchee and the
combination of different analyses to obtain a cross seditoih are outlined in the subsequent

sections. The limit calculation presented here followspteeedure outlined ifiL2§.

9.3.1 Limit Calculation Method

The dijet mass spectrum for which one or more jetsbatiagged is the variable used to
set upper limits on the production cross section for the Bliggson. For each bin of the dijet
mass distribution, we have a measure of the number of evba&sed in datal, the expected
number of background events,and expected number of signal event&om our modeling

of SM processes. Two hypotheses can be defined, and the eds#ata can be compared

simultaneously with both:
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e Background Only (Null) Hypothesig{,. This hypothesis corresponds to an absence of

W H signal, and instead the data being consistent with the nuafliackground events
predicted by the SM.

e Signal+Background HypothesiH;. This hypothesis corresponds tdlaH signal being
present. The observed data is consistent with'  signal contribution in addition to
the SM background.

To calculate the limits the following procedure is used:
1. Define a test statisti@Q is which discriminates signal-like outcome from the backgrd-

like outcome. An optimal choice for the test statistic iswhdo be the likelihood ratio

[127,128:
_ P(data|H,)
Q= m where (9.1)
P(data|H,) = 6_(8%);'5 +0)° 9.2)
P(data| Hy) = 6_35)6[ 9.3)

The likelihood ratio can be expressed in a form which is cotajpanally easier by defin-

ing the log-likelihood ratio (LLR) test statistic:
x=-2InQ (9.4)

2. The test statistic expressed in terms of a specific observédr hypothesis), can be

written as:

anQ[s—nln (1%—%)} (9.5)
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Careful observation of Eq. 9.4 shows a singularity in the sgéatistic whenh — 0.

Smoothing techniques using the Gaussian kernel approxima®29d are applied to mit-
igate the effect of limited statistics in the backgroundsliag to this singularity.

. Define two Frequentist confidence levels:

Xd dP

CLsty = P, (X < Xa) = / (ﬁ) dx (9.6)
Xd dP

CLy = Puy(x < xa) = / (ﬁ) dx (9.7)

The confidence level for excluding the possibility of sigpabduction in addition to
background (s+b hypothesis) is given by Eq. 9.6, which ispitodability that the test
statistic would be less than or equal to that observed in #ta, cassuming signal and
background are present at their hypothesized levels. &ilyilwe can assume a null
signal and presence of only the background, and the pratyathiat the test statistic
would be less than or equal to that observed in data. Thivendy Eq. 9.7.

. Treating the two hypotheses as Poisson counting experamétit expected number of
signal (s), background#) and observed datd), generate pseudoexperiments randomly
varied within the statistical and systematic uncertamte@simulate representative out-
comes of repeated experiments measuring the value$ ahdd. The Poisson probabil-
ity distribution functions thus obtained will define the gaenspaces from which these
values are drawn. This step can be illustrated graphicalghawn in Fig. 9.1

. Marginalization: To include systematic uncertaintiesenéve the mean value:() of the
Poisson PDF during th#" iteration of the pseudoexperiment, using a sum of individua

Gaussian uncertainties for each source and for each umtgrtin effect, the inclusion
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of uncertainties has the effect of broadening the PDF'sethedegrading the sepatation

power of the likelihood ratio.

N
0= [1 +y RGaus(e;)] (9.8)
j=1
6. Profiling is a method used to improve the search sensitiwtgénerating a “best fit”
model of the data for a given set@fs andb values. In this approach the null hypothesis
is adjusted such that the PDF’s are maximized over the spfaak mossible values of
systematic uncertainties. This procedure is called thélg#dkelihood technique.

7. Construct a modified Frequentist confidence 1¢48D, 13]:

o CLs—i-b

L= :
CL = a1, (9.9)

o
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Figure 9.1. lllustration of th€ Ls method. The green (red) curve represents the Poisson PDF
dPpy,/dx (dPy, /dx) with mean valué (s + b). The black dotted line indicates the observed
LLR, x4. The area under the green (red) curve to the rightaepresent€’Ly, (CLg4p) -
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8. Assuming thelV H signal rate to bek, = o,L¢,, whereo, is the signal cross section,

L is the luminosity and; is the signal acceptance, the 95% CL limit can be calculated
by calculatingC' L, iteratively until it falls below 5%ite., C'L, < 5%) and during each
iteration, scaling the signal rate by a factdy. This process is applied for calculation
of the expected limit (where the outcome matches the exgdmekground) and the
observed limit (where the outcome matches the observe(l data

9. The 95% CL upper limit for the cross section is givenXyo,.

9.4 Cross Section Limits

Using the invariant dijet mass distributions for signalttwHiggs masses:; € { 105,
115, 125, 135, 145 GeV/c?), along with the backgrounds and observed data, upperslimit
on the rate of associatdd’ 4 production withH — bb are derived. Each distribution is
binned to a 5 GeV/imass resolution over the ranfe< my < 200 GeV/E. The expected
background and signal distributions are smoothed via thes§an kernel approximation to
lessen the impact of limited Monte Carlo statistics.

Limits are calculated at 95% confidence level using the deiuentistC L, approach
with a Poisson log-likelihood ratio test statistic. The snpof systematic uncertainties is in-
corporated through marginalization of the Poisson prdhgbistributions for signal and back-
ground via a Gaussian distribution. All correlations intsysatic uncertainties are maintained
between signal and background. The expected distributmrie background are evaluated
by minimizing a profile likelihood function, referencingglshape and rate of the observed dis-
tributions in the sideband regiofit32. The sideband regions are defined by ignoring all bins
with a signal to background ratio greater tha®. All derived upper limits are calculated us-
ing 50000 simulated outcomes and requiring an accuracyl®b @ the confidence leveis.,,

94.9% < CLs; < 95.1%.
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Both expected and observed upper limits are derived, winéneievaluation of expected

limits assumes a hypothetical outcome matching the exgéetekground. The resulting upper
limits are presented in two formats:

1. the cross section that can be excluded at 95% confidence level

2. the ratio of the cross section to the expected SM Higgs ptamlucross section.
Figures 9.2(a) and 9.2(c) show the log-likelihood ratio R)ldistributions for thé?V H — evbb
2-jet and 3-jet channels, respectively (single- and dotdds combined). Included in these
figures are the LLR values for the signal+background hymish@g LR, ;), background-only
hypothesis (LLR), and the observed data (LLE). The shaded bands represent the 1 and 2
standard deviation»() departures for LLR These distributions can be interpreted as follows:

* The separation between L, Rnd LLR, , provides a measure of the overall power of
the searchi.e., the ability of the analysis to discriminate between the b andb—only
hypotheses.

» The width of the LLR distribution (shown here as 1 and 2 standard deviatipth&ands)
provides an estimate of how sensitive the analysis is toraaigke fluctuation in data,
taking account of the presence of systematic uncertainfi®@s example, when a &-
background fluctuation is large compared to the signal éafiea, the analysis sensitiv-
ity is thereby limited.

* The value of LLR,, relative to LLR ., and LLR, indicates whether the data distribution
appears to be more signal-like or background-like. As natedve, the significance
of any departures of LLR, from LLR, can be evaluated by the width of the LL.R
distribution.

The LLR distributions for théV + 2 jets analysis is shown in Fig. 9.2(a). The analysis can
distinguish between LLR, and LLR, relatively well for Higgs masses below 125eV /c?
after which it loses its discrimination power. The Ll Rvalue is less than zero for the entire

Higgs mass range, which indicates that the data is moreldigraThis is due to the fact that
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Figure 9.2. Log-likelihood ratio (LLR) distributions foruli (L R;) and signal+background
(LLR,,) hypotheses are compared to those observed in ddi& ). The green and yellow
bands indicate the analysis sensitivity to a signal-liketflation in data at the &-and 2-

o levels respectively with systematics included. (a) LLRtgtr the W + 2 jets (CC+EC)
analysis and (b) LLR plot for th&l” + 3 jets (CC+EC) analysis as a function of Higgs mass:
105< mpy < 145 GeV/c2.

the number of events observed is in excess of that expecteel cdnsequence of this fact is
that the observed limit is larger (worse) than the expedtad for the entire range of Higgs

masses. The data excess is within tle(green band) of the background fluctuation. The
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observed and expected limit-ratios are shown in Fig. 9,8¢hjch corroborate the LLR plots.

The observed limit-ratio is larger than the expected liratte. For larger Higgs masseise(,
> 130 GeV/c?), these ratios monotonically increase to large values.

Figure 9.2(b) shows a similar LLR plot for tH& + 3 jets analysis. The discrimination
power of the analysis is poare., the separation between LLR, and LLR, is extremely small.
The LLR,,, is close to zero, with a small fluctuation at smaller Higgs seaswhich indicates
that the data is more background-like. The observed linttieésefore smaller (better) than the
expected limit. The observed and expected limit-ratiosigf B.3(b) illustrate this fact. The
expected limit-ratio is larger (worse) than the observedtiratio for the entire range Higgs
mass range.

The combination of allW H — evbb analyses.e., W + 2 jets (CC-EST and CC-DT)
andWW + 3 jets (CC-EST and CC-DT), leads to the total expected asérobd limits shown
in Fig. 9.4. The observed limit for a Higgs mass of 1&5V /c? is 2.4 pb forlV + 2 jets CC
analysis and 1.96 pb when combined with EC analysis. Whenightombined withH?” + 3
jets CC and EC analyses, the observed limit does not charmee¢r, the expected limit for
W + 2 jets CC analysis is 1.37 pb and itimproves when the EC amd’tk 3 jets analyses are
combined. The best value for the expected limit is 1.28 pb.dioss section ratios obtained
using the individual analyses are summarized in Table 9% éxpected limit improves with

the combination while the observed limit is insensitiveite tombination.
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Figure 9.3. Expected (median) and observed 95% CL uppéeslonithe cross section ratio for
(a) thelV + 2 jets (CC+EC) analysis and (b) for thié + 3 jets (CC+EC) analysis as a function
of Higgs mass in the range 185my < 145 GeV/c? .

Table 9.4. Expected ratiar(,,/0s),) and observed ratiod,,s/0 sar) of upper limits for the
production cross section of a 115V /c? Higgs boson compared to its SM predictian (,=
0.13 pb). The expected ratio is given in parantheses.

Analysis CC CC+EC
w+2j 10.5(18.4) 10.1(15.1)
W + 23

and  10.1(20.7) 9.9 (18.4)
W + 3j
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Figure 9.4. 95% confidence level cross section upper linmtg’df associated production as a
function of SM Higgs mass in the range 185ny < 145 GeV/c?, using the full combination
of CC and EC analyses. Observed and expected (median) dneitshown and are compared
to the SM expectation. Refer to Table 9.4 for the values otetgal and observed limit ratios.



CHAPTER 10
CONCLUSIONS AND DISCUSSION

10.1 CombinedV H — (vbb Result

To increase the sensitivity of the search, this analysidkas combined with a portion
of the dataset from the Tevatron Run IIB (June 2006 to Apri2®.63 fb'!). The data from
the two phases are analyzed separately before the continatsimilar analysis in the muon
channel from the Higgs working group has also been addedhiaree the search sensitivity.
A neural net (NN) discriminanitt33 is applied to the selected events from both analyses to
discriminate signal from the SM background and a searchrieeed for thelV H signal at
high values of the discriminant. The results for the comtdisearctyp — W H — (vbb are
shown in Fig. 10.1.

The ratio of the expected and observed limits are shown adotdd and solid-black
curves in Fig. 10.1(a). The cross section expectation freand&rd Model is normalized to 1.0
and shown as a horizontal line with an abscissa of 1.0 for $iiggsses ranging from 105 to 145
GeV/c*. The expected and observed cross section limit ratio fogg$imass of 11%xeV /c?
are 10 and 11 respectively. The expected (dotted red cunda)laserved (solid red curve) cross
section upper limits at 95% CL for the combination is showirig. 10.1(b). This neural net
analysis achieves a factor of ten improvement in sensiteotmpared to the previous analysis
by CDF (with 320 pb' of data shown as solid pink curve) and is comparable the thétysi
achieved by a similar analysis with a similar dataset of b7 fit the CDF experiment whose
observed and expected limits are shown as solid and dotiiedchrves.

The W+ 2 jets andi//+ 3 jets events with exclusive singleags and doublé-tags are

analyzed with a NN-based selection using 1.7 fof D@ data and subsequently combined

202
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to maximize the search sensitivity foF H associated production. No signal in excess of the

SM is observed. 95% CL upper limits are derived on the pradnatross sectiow(pp —
WH) x BR(H — bb) as a function of Higgs mass in the range X051, < 145 GeV/c.

The expected and observed limit are summarized in Table 10.1

Table 10.1. 95% CL expected and observed limitsspp — WH) x BR(H — bb) as a
function of the Higgs masid.34.

My expected observed
(GeV /c?) limit (pb) limit (pb)
105 1.29 1.42
115 1.16 1.42
125 1.12 1.41
135 0.94 1.16
145 0.84 1.06

10.2 Full SM Combination of D@ Searches
The SM Higgs searches performed by the D@ experiment araiaeghinto several final

states (channels) in order to isolate a Higgs signal in §ipet@cay mode. These analyses are
optimized to provide maximum search sensitivity and be mllyiexclusive after the appli-
cation of all selection criteria. This allows for a combioatof all the channels into a single
search result. The list of channels used in the combinaticindes the current analysis among
others, all of which are listed below:

1.pp — WH — Lvbb ({=e,pu,T— e/p)

2. pp — ZH — (Lbb ({ =e,p,v)

3. pp - WH — WW+TW~-

4. pp - H — WTW~
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The full combination includes twenty-one analyses. The ldiributions are summed over

all individual channels and over all bins in each channeis Bammation ensures that the in-
dividual channel sensitivities are maintained. Systersatre treated as Gaussian uncertainties
and correlations between the systematics is taken intaiatedile establishing the limit. The
result of the full combination is shown in Fig. 10.2.

One of the salient features of the full combination is thexprity of the expected/observed
limits to the Standard Model expectation for a Higgs mas$6f&GeV /c?, wherepp — H —
W+ W~ dominates. The observed 90% CL limit ratio to SM cross sastfor the full com-
bination range from 8.3 atiy; = 115 GeV/c? to 3.5 atmy = 160 GeV/c2. Similarly the
expected cross section ratios range from 6.0 - 4.6 for theesaass range. A combination
of CDF and D@ experiments is expected to yield maximum seitgiin this region. The
prospects for excluding (or otherwise discovering) a 160/ /c? Higgs are bright by the end

of the year 2009, when the Tevatron is expected to deliver8 ffler experiment.

10.3 Future Work
There are several ways of improving the analysis presenttdd thesis, some of which
are discussed here.
 Dijet mass resolution: The mass resolution of the dijeteayswhich forms the main
input variable for the search, can be improved. One of thesvitagan be achieved is
by improving the jet energy resolution of the constituejets. This would dramatically
improve the signal significance.
» Electron ID: The electron isolation can be combined withnaisolation on the track
associated track to the EM cluster, which will significantiygluce the QCD fake rate.
There is ample scope for improvement in the other selectiteria that distinguishes an

electron from a jet.
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« Wbb andW H separation: It is possible to exploit the differences inkimematic prop-

erties of W’ H andWbb in order to separate the two. Once these variables are figeiti
one could use multivariate techniques to obtain a separbBbwveen the two.

» Wjj composition: The content of light quarks and heavy quarleslin; ; sample could
improve theb-tagging significantly. The amount d¥c¢j, Wee, Whj and Wbb in a
W sample will allow theb-tagging algorithm to exploit these ratios to efficientlg ta
b-quarks.

» Asymmetricb-tagging: Both jets in &7 + 2 jets analysis need not be tagged with the
same criteria. There is a possibility of tagging the leagetgvith a certain efficiency
and a fake rate which is different from that used to tag theseget. This could improve
the EST and DT analyses significantly.

* Improvements i-tagging will lead to a reduction @¢ftagging systematic uncertainties.
Similarly a reduction in systematic uncertainties due tprioved lepton identification
could lead to an improvement in search sensitivity. Therigzal uncertainties on the
cross sections of certain rare processes are large. Thekadsnce for diboson pro-
duction and single top production, but more accurate measemts on these quantities

requires more statistics.

10.4 Concluding Remarks

It is an exciting time for the Higgs searches at the Tevatteading into the era of
the LHC. The increasing luminosity and consequently ladpgasets for analyses aid these
searches and uncover new challenges. The results of the Héggches at the Tevatron are a
vital input to the new searches at the LHC experiments inrimainent future. A seven-fold
increase in center-of-mass energy is unprecedented afdiydeld new insights into the nature

of the Higgs boson and the EW symmetry breaking.
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